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Abstract: Trust and liking are attitudes with important implications for 
automation reliance in single-advisor settings; however, the extent to which 
their relationships with reliance generalise to settings in which the user receives 
conflicting advice from a human and automation is unknown. Participants 
completed an X-ray screening task and received simultaneous advice from what 
they believed was another human and an automated aid. High disuse was found 
for both advisors. Among participants who relied on advice, those with greater 
relative liking for the automation than for the human significantly increased 
their reliance on the automation relative to the human during the first half of the 
task. No significant relationships were found between relative trust or relative 
liking with reliance in the later part of the task, suggesting that reliance 
processes in dual-advisor settings may differ from those in single-advisor 
settings. 

Keywords: trust; screening; reliance; automation; human; advice; advisor; 
decision-making; dual advisor; X-ray; vigilance. 
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1 Introduction 

Individuals often receive advice from various sources. Increasingly, these sources include 
automated decision aids. Although such aids generally improve safety and performance, 
improper reliance on automation can have disastrous consequences (e.g., Parasuraman 
and Riley, 1997). Sparaco (1994) described a fatal airplane crash that could have been 
prevented had the pilots taken action to override the autopilot only four seconds sooner. 
Poor human-computer interaction has also been implicated in medical patient overdoses 
(Neuman, 1986; Sollins, 1986) and the nuclear incident at Three Mile Island (Connors  
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et al., 1994). Thus, identifying factors associated with appropriate reliance on automated 
aids may be a key to improving safety and performance in critical systems. 

To date, few empirical studies have examined advice reliance in contexts in which 
advice is received from both a human and an automated system. However, these contexts 
also have great implications for safety and performance. Lyons and Stokes (2012) 
describe a case in which a passenger plane and cargo plane collided mid-air, killing 71. 
The accident occurred when one of the pilots disregarded an automated warning system 
in favour of conflicting advice from an air traffic controller. Situations such as these 
demonstrate the key importance of determining how individuals rely on conflicting 
advice from humans and automation. 

We examine potential differences in reliance on advice from human and automated 
sources in a context in which advice is provided from both sources simultaneously. When 
these advice sources disagree, the individual must choose between them. The individual’s 
relative attitudes toward the human and automated ‘advisors’ may be key factors in this 
decision-making process. Individual differences in attitudes such as trust have been 
shown to significantly associate with single-source advice reliance (e.g., De Vries et al., 
2003; Lee and Moray, 1992; Merritt and Ilgen, 2008) and may also play a key role in 
dual-advisor situations where one advisor is human and the other is automated. The goal 
of the present study is to examine relative trust and relative liking as predictors of the 
choice to rely on either a human or an automated advisor. 

1.1 Reliance in contexts in which one advisor is automated 

Thus far, little research has been conducted in situations where a user received conflicting 
advice from human and automated advisors. In one key study, Lyons and Stokes (2012) 
presented participants with a task in which they were required to make route choice 
decisions based on information from a human advisor and an automated map. They were 
presented with decisions of varying risk. In the low risk condition, the route was 
characterised as having little hostile activity and the human and automation provided 
consistent advice. In the high risk condition, the human and automation presented 
conflicting advice and the route was characterised as highly hostile. They found that 
reliance on the human co-worker’s advice was significantly lower – when conflicting 
advice was presented by an automated system. This suggests that reliance on advice from 
a human co-worker is affected by the presence of conflicting advice from automation in 
high-risk scenarios. However, their focus was on reliance on a human advisor in the 
context of conflicting automation advice, not relative reliance decisions, nor did the 
Lyons and Stokes study examine relationships between trust and reliance. Therefore, the 
extent to which the relationship of trust with reliance generalised from single-advisor to 
dual-advisor situations is unknown. In the present study, we examine the relationships of 
individual differences in trust and liking on advice reliance in a dual-advisor setting in 
which one advisor is human and one is automated. 

1.2 Trust 

Trust is “the attitude that an agent will help achieve an individual’s goals in a situation 
characterised by uncertainty and vulnerability” [Lee and See, (2004), p.51]. When people 
trust automation too little, the result is behavioural ‘disuse’, or sub-optimal levels of 
reliance. When people trust it too much, the result is ‘misuse’, or over-reliance on 
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automation (Parasuraman and Riley, 1997). Thus, understanding how to calibrate trust 
and how trust in a source of information associates with reliance on it, has been a key 
focus. 

Antecedents of trust include characteristics of the automation such as reliability 
(Dzindolet et al., 2003; Moray et al., 2000; Merritt and Ilgen, 2008) and expertise 
(Madhavan and Wiegmann, 2007a); and the decision maker’s individual differences 
including age (Wiegmann et al., 2006), personality (Merritt and Ilgen, 2008), risk-taking 
tendencies (Madhavan and Wiegmann, 2005), implicit attitudes (Merritt et al., 2013) and 
mood (Merritt, 2011). Actual and perceived reliability levels of the automation are also 
associated with trust (Dzindolet et al., 2003; Merritt and Ilgen, 2008). Several studies 
have found that trust is positively associated with behavioural reliance on automation (De 
Vries et al., 2003; Lee and Moray, 1992; Merritt and Ilgen, 2008). 

Furthermore, research suggests that reliance on automation advice may actually 
reflect a comparative process. When the automation’s advice disagrees with the user’s 
initial opinion, users compare their level of trust in the automation with their level of trust 
in themselves (i.e., self-confidence) and the user relies on the party that is trusted more 
(Dzindolet et al., 2003; Lee and Moray, 1994; Parasuraman and Miller, 2004). We 
hypothesise that a similar comparative process may occur when users are presented with 
conflicting advice from two external advisors. Thus, users may compare their level of 
trust in the human and automated advisors and rely on the more-trusted source. 

Some research suggests that when trust is compared between human and automated 
advisors, automation may have an initial advantage. Dijkstra et al. (1998) found that 
people rated automated aids as more objective and rational than human advisors and 
Dzindolet et al. (2002) found that participants rated an automated aid as more useful than 
a human advisor. Dijkstra (1999) found that participants were more likely to agree with 
advice from an automated system, even when it was incorrect, relative to correct advice 
from a human advisor. 

However, after advisors make errors, users may trust human advisors more. Dzindolet 
et al. (2003) proposed that individuals tend to believe that automated aids perform 
perfectly. When aids violate these expectations by committing errors, user trust declines 
severely. However, individuals do not possess these types of beliefs about human 
advisors. It has therefore been suggested that user trust will decline more severely after 
automation has erred than after a human has erred (e.g., Madhavan and Wiegmann, 
2007b). 

Research is mixed concerning whether trust predicts reliance equally on humans and 
machines. In one study, Lewandowsky et al. (2000) found that while trust was associated 
with reliance on both human and automated advisors, the relationship was stronger for 
automation. Perhaps social motives such as sharing decision-making responsibility seem 
more salient for human versus automated advisors (Harvey and Fischer, 1997; 
Lewandowsky et al., 2000). Thus, users may rely on the advice of less-trusted co-workers 
in order to avoid social penalties inherent in disregarding a co-worker’s advice. 
Therefore, the relationship between trust and reliance in these types of situations is 
unclear. 

Based on the research discussed above, we suggest that trust in an information source 
will be a meaningful variable for both human and automated advisors. We further 
propose that reliance on information from a source involves a comparative process in 
which decision makers’ relative levels of trust are associated with relative reliance on 
either a human or automated advisor. Thus, we hypothesise that: 
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• Hypothesis 1: relative levels of trust will be associated with relative reliance on 
human and automated advisors. 

1.3 Liking 

While trust is associated with the degree to which users perceive the automation as 
reliable and useful, recent work has identified a second attitudinal construct, liking, as 
another antecedent of reliance on an automated decision aid’s advice (Merritt, 2011). 
Liking is “the degree to which the user feels positively toward the automated system” 
[Merritt, (2011), p.358]. Theoretically, this construct is expected to relate to factors such 
as the user’s interest in technology, novelty of the automation, moods and the 
automation’s interface. Research suggests that liking for technology can be influenced by 
social cues such as the gender of the technology’s voice or personality match (dominance 
or submissive communication style) with the user (c.f., Nass and Moon, 2000). Thus, 
while trust may centre on the degree to which the advice source is perceived as useful in 
reaching the user’s goals, liking theoretically centres on the user’s affective reactions. 
Liking for automation is expected to be influenced by both characteristics of the 
automation and individual differences, such that different individuals will vary in their 
liking for a given aid. 

One study has empirically examined liking for automation and found that trust and 
liking were correlated, but distinct constructs [Merritt, (2011), Φ = .68]. Further, liking 
was significantly associated with reliance in early interactions beyond the effects of trust 
and aid reliability. In a five-block long task, liking uniquely and significantly predicted 
reliance in the earlier stages of the task (blocks 1 and 2), while trust did not. During the 
intermediate stage (block 3), neither was a significant predictor (although trust was 
marginally significant) and in end stages (blocks 4 and 5), only trust was a unique 
significant predictor of reliance. The findings suggested that liking predicted reliance 
early in the task, while trust predicted reliance later in the task. Here, we build upon that 
initial work by examining the relationship liking with reliance in a dual-advisor situation. 
Similar to trust, we expect that individuals will compare their levels of liking for the 
human co-worker and automated advisor and relative liking will be significantly 
associated with relative reliance on those two advisors. Based on past work, we expect 
that relative liking will have significant associations with reliance only early in the 
experimental task. 

• Hypothesis 2: relative liking will be significantly associated with relative reliance 
early in the experimental task. 

2 Method 

2.1 Participants 

236 participants from a large US university were recruited through the psychology 
subject pool. Two multivariate outliers were discarded (ps = .0001) due to the pattern of 
their responses across items. Of the remaining 234, the mean age was  
19 years (SD = 1.45); 77% were female. Ethnically, 68.9% were White, 9.4% were 
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African-American, 6.8% were Asian-American and 14.9% were other ethnicities or 
declined to report ethnicity. 

2.2 Overview 

Participants completed a modified version of the X-ray screening task described by 
Merritt and Ilgen (2008). Participants viewed X-ray images of luggage, some of which 
contained weapons (guns and knives). Participants needed to determine whether each 
image contained a weapon. In doing so, they received simultaneous advice from two 
(fictitious) sources: one human and one automated. Participants were told that the 
automation screened each image using a software algorithm designed to identify guns and 
knives. The human advisor was portrayed as another research participant located in an 
adjacent room, as described further below. During the task, weapons appeared in 20% of 
images. No search time limit was imposed and the difficulty of identifying weapons 
varied across slides. On ‘target trials’, the human and automated advisors provided 
conflicting advice – thus, these target trials are our key focus. The target trial slides had 
been classified as medium-to-difficult based on participant success in past research 
(citation removed for masking). 

2.3 Procedure 

Participants were randomly assigned to one of two groups and each group was sent to 
separate rooms. Participants in both rooms were told that they had been assigned to the 
‘decision maker’ condition, whereas the participants in the other room had been assigned 
to the ‘co-worker’ condition. Actually, both groups acted as the decision makers and 
received identical information. Debriefing indicated that participants believed they were 
receiving advice from an automated system and from a human participant in the other 
room. Note that at the time of check-in, participants may have seen other participants 
arriving and being sent to the other room, but at no point were participants made aware of 
which specific individual was purportedly their partner. Thus we do not anticipate any 
effects as a result of participants believing their partner was known/unknown, 
demographics, etc. 

Figure 1 X-ray task screenshot (see online version for colours) 

 

Participants viewed X-ray images of luggage containing various items. For each, they 
first recorded their initial decision (search/clear) based on whether they thought a weapon 
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was present. Next, participants simultaneously viewed the advice from the automation 
and the human (see Figure 1). Lastly, they made a final decision and received immediate 
feedback. Participants made decisions regarding 100 images divided into two blocks of 
50 images each. On 80% of these, the automation and human agreed. On the remaining 
20% (‘target trials’), they disagreed, allowing participants to develop differential levels of 
trust and liking for each advisor. 

Participants’ interactions with the human and automation were controlled in order to 
provide the strictest comparison of reactions to these sources. They received advice 
through a computerised interface in which each source’s advice was provided 
simultaneously. Therefore, cues used to determine trust likely involved source reliability, 
perceived credibility and the participant’s propensity to trust. Because people are 
expected to like sources that help them achieve their goals, the source’s accuracy and 
perceived credibility were also expected to influence liking. Although we suspect that 
liking was affected by factors other than accuracy and perceived credibility, such effects 
were controlled across conditions by random assignment to conditions and 
standardisation of the interaction format. 

2.4 Manipulations 

Source reliability was manipulated in a three-condition, between-subjects design 
(automation more accurate, human more accurate, or both equally accurate). The primary 
goal of this manipulation was to ensure that adequate variance would be obtained on 
relative trust and liking. Differential reliability was established using the ‘target trials’ – 
the trials on which the two sources disagreed. When one source was better than the other, 
the more accurate one provided correct advice on 70% of the target trials. When equally 
accurate, each source was correct on 50% of the target trials. Because initial impressions 
can be important, each of these conditions was counterbalanced such that in half the cases 
the automation was the first to err, while in the other half the human was the first to err. 
This counterbalancing manipulation showed no significant effects; thus, counterbalanced 
halves were merged within condition. 

On non-target trials (on which the human and machine agreed), the human and 
machine were correct on approximately 70% of trials. Thus, when target and non-target 
trials were combined, the accuracy rates were as follows: the more-accurate source was 
correct on 75% of total trials and the less-accurate source was correct on 65% of total 
trials. In the condition in which the human and machine’s reliabilities were equal, they 
were both correct on 70% of total trials. 

2.5 Measures 

Trust. Trust was assessed using the seven-item scale developed by Merritt et al. (2011). 
Measure items have been designed to refer to either human co-workers or automated 
systems (i.e., human and automated referents). An example item is, ‘I believe (my  
co-worker/the automated system) is a competent performer’. Each participant completed 
two versions of the scale (one referencing the automation, one referencing the human) at 
three times – prior to the start of the task, halfway through the task and after the task. 

Liking. The liking scale was a five-item measure developed by Merritt (2011). Two 
versions were administered, one referencing automation and the other referencing the 
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coworker. A sample item is ‘I dislike working with the (automated systems/co-worker)’. 
This scale was also completed at the beginning, middle and end of the task. 

Reliance. In computing reliance, we focused exclusively on target trials (the trials on 
which the human and automation disagreed). We conceptualised ‘reliance’ on a source as 
a ‘switch’ in which the user changed from his/her initial opinion to agree with a particular 
source. For example, if the user and human advisor initially said, ‘clear’ but the 
automation said ‘search’, reliance would be indicated if the user ultimately decided to 
‘search’ in order to agree with the automation. This is a relatively conservative measure 
of reliance that was used to avoid the fallacy that simply siding with a 2–1 majority 
reflected reliance on one particular source (a failure to switch from one’s initial opinion 
might not reflect a lack of trust so much as going with the majority opinion). Reliance 
was coded as follows: –1 = switch to rely on the human’s advice; 1 = switch to rely on 
the automation’s advice and 0 = no switch. 

Relative trust and liking. We calculated difference scores for trust and liking at each 
time. This approach is consistent with Lee and Moray (1994), who calculated relative 
trust in automation versus user self-confidence in predicting reliance. At each time, trust 
and liking in the human advisor were subtracted from trust and liking in the automated 
advisor. Thus, negative scores represent relatively more trust/liking for the human, while 
positive scores represent relatively more trust/liking for the automation. We denote these 
difference scores as DiffTrust and DiffLiking. 

3 Results 

3.1 Descriptive statistics 

Table 1 presents the sample sizes, means, standard deviations and alphas for the observed 
variables. All coefficient alphas (internal consistency reliabilities) were acceptable (.80 
and above) and the standard deviations indicated that variance was observed on the 
measures. Mean values indicated that participants tended to rate the human higher than 
the automation in terms of both trust and liking. The difference in attitudes toward the  
co-worker and automation was significant in all cases except for time 1 trust, which was 
assessed prior to beginning the task. Mean levels of trust for both the human and the 
automated aid tended to decrease over time as participants encountered incorrect advice 
from both sources. 
Table 1 Means, standard deviations, alphas and Cohen’s d for observed variables 

 
Human advisor  Automated aid 

Cohen’s d 
M SD α  M SD α 

Trust time 1 3.41 .49 .86  3.42 .49 .85 –.02 
Trust time 2 2.91 .63 .91  2.72 .53 .83 .33* 
Trust time 3 2.79 .71 .94  2.65 .67 .93 .20* 
Liking time 1 3.99 .48 .88  3.53 .58 .85 .86* 
Liking time 2 3.70 .51 .87  3.30 .62 .86 .70* 
Liking time 3 3.64 .57 .87  3.28 .64 .87 .59* 

Notes: *Indicates a significant mean difference between human and automation, N = 234 
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3.2 Confirmatory factor analyses of trust and liking 

In order to verify that trust and liking were two separate, but related, constructs, 
confirmatory factor analyses (CFAs) were performed separately for the human and 
machine advice sources at each time. We contrasted the fit of the hypothesised two-factor 
model (the scale items load on trust and liking, respectively) with a one-factor model in 
which all of the trust and liking items load onto a single factor. The results are displayed 
in Table 2. For human and machine advice sources at every time point, the two-factor 
model fit significantly better than the one-factor model according to chi square difference 
tests, indicating that trust and liking are two separate, but related, constructs. 
Table 2 CFA for trust and liking in the human and automated advisors at each time point 

  Human advisor Automated advisor 
  χ2 and df RMSEA CFI Φ χ2 and df RMSEA CFI Φ 

Time 1 Two factors 130.82 (53) .08 .96 .26 150.44 (53) .09 .96 .45 
 One factor 1,231.68 (54) .31 .69  680.27 (54) .22 .80  
Time 2 Two factors 129.25 (53) .08 .97 .35 248.05 (53) .13 .92 .56 
 One factor 809.33 (54) .25 .81  774.87 (54) .24 .82  
Time 3 Two factors 268.13 (53) .13 .94 .40 216.08 (53) .12 .96 .68 
 One factor 888.89 (54) .26 .81  695.21 (54) .23 .89  

Notes: All chi-square difference tests between the one-factor and two-factor models were 
significant at p < .01, indicating that trust and liking were best modelled as two 
separate, but correlated, constructs, 
N = 234 

3.3 Analytic concerns for dual-advisor settings 

As previously discussed, past research using single-advisor scenarios with automated aids 
has found significant associations between both trust and liking with reliance (e.g., 
Merritt, 2011). Assessing these relationships for single advisor situations is relatively 
simple because whenever the automation and the user disagree, the user has only two 
options: stay with his or her initial opinion or accept the automation’s advice. Thus, in 
such situations, greater degrees of trust and liking for the automation are expected to 
linearly relate to the likelihood of reliance on the automation’s advice. 

However, analysing associations with reliance in dual-advisor situations is 
significantly more complicated. In this case, three parties (the human user, the human  
co-worker and the automated system) each provide input on every decision. On target 
trials (in which the co-worker and automation were programmed to disagree) a 2–1 
majority situation always occurred. Because there were only two decision choices 
available (search or clear) and three advisors, it follows that whenever the automation and 
human advisors disagreed with each other, one of them necessarily had to agree with the 
participant’s initial choice. This scenario makes a simple linear association between trust 
or liking and reliance significantly less likely because in order for the user to change his 
or her initial opinion, trust in that advisor would need to exceed the combined level of 
trust in the self and the other advisor. For example, if the participant and the human 
advisor thought the correct decision was ‘clear’, then in order for the participant to 
change their final decision to ‘search’ in order to agree with the automation, they would 
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need to trust the automation more than they trust themselves and the human advisor 
combined. Thus, we expected that the user would usually make a final decision consistent 
with the 2–1 majority opinion, perhaps regardless of trust in either of the two. In fact, this 
is what we found, as users provided a final decision that agreed with the majority opinion 
on an average of 93–94% of target trials in block 1 and 90–92% in block 2. 

Because of this challenge, we adopted the following approach. First, we suspected 
that some individuals would display a strong tendency to rely on their own initial 
opinions, effectively disusing both the automated and human advice sources. To examine 
this possibility, we examined non-target trials, in which the co-worker and the automation 
always agreed. We identified cases in which the user’s initial opinion conflicted with 
both the co-worker and the automation – these were cases in which the participant was on 
the minority side of a 2–1 majority. Next, we calculated the percentage of these instances 
in which the participant changed his/her initial decision to a final decision that agreed 
with the majority. Our logic was that if a given participant is unwilling to change his/her 
initial opinion even when outnumbered 2–1, it seemed very unlikely that he/she would 
change an initial opinion in target trials, when he/she was guaranteed to be in a 2–1 
majority position. Thus, these participants were likely employing some other strategy, 
such as relying exclusively upon themselves [likely related to what Beck et al. (2007) 
termed ‘intent errors’]. These individuals would likely introduce error into the reliance 
analysis, decreasing the proportion of variance in final decisions that was possible to 
predict using trust and liking. 

Our analysis revealed that a large percentage of participants disused/underutilised 
both the co-worker and automation even when outnumbered 2–1 by those sources (in 
other words, they failed to rely on the sources’ advice). Even in situations where the 
participant was outnumbered, participants switched to agree with the majority only 
18.72% of the time on average, with a median of 15%. Only 3.7% of our participants 
switched at a rate of 50% or more. This suggests a widespread tendency to ignore both 
sources of advice; to stick with one’s initial opinion rather than siding with the majority. 
Furthermore, this tendency appeared to increase in block 2 (switch rate = 12.05%) 
relative to block 1 (switch rate = 27.86%). 

To meaningfully discuss the extent and nature of reliance, we conducted more 
specific reliance analyses. For these, we chose to focus on only those participants who 
appeared willing to rely upon either the co-worker or automation. In selecting 
participants for these analyses, we needed to balance our desire to focus on these 
individuals with the fact that there were relatively few of them. We therefore elected to 
retain only participants who had a switch rate of at least 20% on non-target trials (N = 
90). That is, we retained participants who, when outnumbered 2–1 by the coworker and 
automation, switched to agree with the majority at least 20% of the time. This choice was 
in line with our conservative conceptualisation of ‘reliance’ on a source as a ‘switch’ in 
which the user changed from his/her initial opinion to agree with a particular source. 

The characteristics of this reduced sample were similar to those of the main sample 
(Mage = 19, 77% female), although the racial composition changed somewhat, with white 
participants comprising a larger percentage of the reduced sample (80% white). Each of 
the three reliability conditions were relatively evenly represented in the reduced sample 
(human better = 34%, machine better = 37%, human and machine equal = 29%). 
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3.4 Hypothesis testing 

Because our data include within-subject observations that were nested within persons, it 
is multilevel. We therefore assessed the relationship between trust and liking  
with reliance using multilevel modelling in HLM 6.0 (Raudenbush et al., 2001). Separate 
models were used for task blocks 1 and 2. In this analysis, level-1 represents the  
within-person behaviours on the ten target trials in each block. Thus, the level-1 model 
reflects each individual participant’s pattern of reliance throughout the target trials in the 
task block. 

The level-2 variables included DiffTrust and DiffLiking. Because DiffTrust and 
DiffLiking have a meaningful zero (zero indicates equal trust or equal liking between the 
human and machine advisors), these variables were not centred. For block 1, the time 1 
attitudes were used as predictors. For block 2, separate models were assessed using the 
time 1, time 2 and time 3 attitudinal predictors. A significant effect of a level-2 predictor 
on the intercept (β0) would indicate a main effect of that predictor on reliance on trial 0, 
which was the first target trial presented. A significant effect of a level-2 predictor on the 
slope (β1) would indicate an interaction between that predictor and trial, suggesting that 
the predictor affects the user’s linear pattern of reliance over the course of the block. 
When time 1 predictors were used to predict reliance in block 1, chi-square difference 
tests of the deviance suggested that a fixed error structure be used (∆χ2 = 4.24, ∆df = 2,  
p = .12). 
Table 3 Results of HLM Model predicting block 1 relative reliance with time 1 predictors 

   Coefficient 
Robust 

standard 
error 

T-ratio d.f. p-value 

Model Block 1 reliance; time 1 predictors 

For Intercept (π0)       

 Intercept β00 –.02 .02 –.64 87 .52 

 DiffTrust β01 .09 .05 2.02 87 .05 

 DiffLiking β02 –.04 .03 –1.61 87 .11 

For Trial slope (π1)       

 Intercept β10 .00 <.01 .73 892 .47 

 DiffTrust β11 –.01 .01 –1.29 892 .20 

 DiffLiking β12 .01 <.01 2.13 892 .03 

Note: N = 90 

Results are displayed in Table 3. Using robust standard errors, the effect of DiffTrust on 
the reliance intercept approached significance (β01 = .09, p = .05), suggesting a trend for 
those who trusted the automation more than the human to rely on the automation more 
than the human on the first target trial. In addition, a significant interaction was found 
between DiffLiking and trial (β12 = .01, p = .03). The interaction was graphed according 
to Preacher et al. (2006) and is displayed in Figure 2. Over the course of block 1, 
participants with greater liking for the human relative to the automation significantly 
increased their reliance on the human over the course of the block and vice versa. 
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Figure 2 Interaction of block 1 trial and time 1 DiffLiking predicting block 1 relative reliance 

 

Table 4 Results of HLM model predicting block 1 relative reliance with time 2 predictors 

   Coefficient 
Robust 

standard 
error 

T-ratio d.f. p-value 

Model Block 1 reliance; time 2 predictors 
For Intercept (π0)       

 Intercept β00 .02 .02 .60 87 .55 

 DiffTrust β01 –.09 .04 –2.14 87 .04 

 DiffLiking β02 .06 .04 1.41 87 .16 

For Trial slope (π1)       

 Intercept β10 –.00 <.01 –.09 87 .93 

 DiffTrust β11 .02 .01 2.76 87 .01 

 DiffLiking β12 –.01 .01 –.94 87 .35 

Note: N = 90 

Next, time 2 predictors were used at level-2 (see Table 4). Note that because the time 2 
attitudes were measured following block 1, this analysis can best be interpreted as the 
effects of reliance during block 1 on attitudes measured following block 1 (although the 
analyses cannot be run in this direction due to the necessity of a level-1 outcome 
variable). In this case, chi-square difference tests indicated a significant improvement in 
model fit when a random error structure was modelled (∆χ2 = 8.39, ∆df = 2, p = .02). 

A counterintuitive main effect emerged in which users who relied relatively more on 
the human’s advice reported trusting the automation more than the human (β02 = –.09,  
p = .02). However, this effect was qualified by a significant interaction between DiffTrust 
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and trial (β11 = .02, p = .01). The form of this interaction is displayed in Figure 3. As 
shown, individuals who increased their reliance on the human over the course of task 
block 1 reported having greater trust in the human at the conclusion of the block. In 
contrast, those who increased the extent to which they relied on the automation over the 
course of block 1 reported greater trust in the machine. Thus, it seems that participants’ 
pattern of reliance during block 1 was significantly associated with relative trust 
following block 1. 

Figure 3 Interaction of block 1 trial and time 2 DiffTrust predicting block 1 relative reliance 

 

Table 5 Results of HLM models predicting block 2 relative reliance with time 1, time 2 and 
time 3 predictors 

   Time 1 
coefficient SE d.f. Time 2 

coefficient SE d.f. Time 3 
coefficient SE d.f. 

For Intercept (π0)           

 Intercept β00 –.00 .02 87 .01 .03 87 .01 .02 87 

 DiffTrust β01 .01 .04 87 .07 .05 87 .05 .04 87 

 DiffLiking β02 –.01 .02 87 –.01 .04 87 .00 .02 87 

For Trial slope (π1)           

 Intercept β10 –.00 .01 894 –.01 .01 894 –.01 .01 894 

 DiffTrust β11 –.00 .01 894 –.01 .01 894 –.01 .01 894 

 DiffLiking β12 –.00 < .01 894 .00 .01 894 .00 .01 894 

Notes: All coefficients were non-significant, 
p > .05, 
N = 90 
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Behavioural reliance in block 2 was examined using time 1, time 2 and time 3 DiffTrust 
and DiffLiking. As shown in Table 5, none of these predictors showed significant 
relationships with block 2 reliance behaviour. Thus, while relative attitudes were 
significantly associated with relative reliance early in the task, these effects seemed to 
disappear in the second half of the task. 

3.5 Relationship of source reliability with relative trust, liking and reliance 

Ideally, users’ relative levels of trust and liking for the advice sources should correspond 
to the advice sources’ relative levels of reliability (accuracy). A close correspondence 
between relative reliability and relative trust and liking would suggest that trust and 
liking were correctly calibrated to actual reliability. To examine calibration, we 
correlated assigned reliability condition with DiffTrust and DiffLiking using both the full 
and reduced samples. We also calculated relative reliance by subtracting the percentage 
of the time the user switched his or her initial opinion to agree with the human from the 
percentage of the time the user switched to agree with the automation. These relative 
reliance variables were calculated using target trials only. The results of these 
correlations are displayed in Table 6. 
Table 6 Correlations between relative reliability, DiffTrust, DiffLiking and relative reliance 

for the full and reduced samples 

  

Full sample (N = 234)  Reduced sample (N = 90) 
Relative reliability 

(–1 = co-worker more reliable, 0 = equal reliability,  
1 = machine more reliable) 

r p  r p 

DiffTrust (M-H) Time 1 .07 ns  .11 ns 
 Time 2 .21* < .01  .24* .02 
 Time 3 .27* < .01  .31* <.01 
DiffLiking (M-H) Time 1 –.04 ns  .03 ns 
 Time 2 .17* .01  .30* .01 
 Time 3 .16* .02  .27* .01 
Relative reliance (M-H) Block 1 .06 ns  .07 ns 
 Block 2 .39* < .01  .36* <.01 

Note: *p < .05 

As shown, time 1 DiffTrust and DiffLiking were not significantly associated with 
reliability. This lack of association is expected because these initial measurements were 
taken prior to the start of the task. In block 1, actual reliability was not significantly 
associated with relative reliance. This may indicate that users required some time to gain 
sufficient experience with the advice sources to perceive relative reliability. 

However, at measurement Times 2 and 3, DiffTrust and DiffLiking were significantly 
associated with actual reliability (rs = .24–.31, ps < .05), indicating that users were able 
to calibrate their relative levels of trust and liking to some degree. In addition, relative 
reliability was significantly associated with relative reliance in block 2, such that when 
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the machine was more reliable, participants tended to rely on its advice more heavily and 
vice versa (rs = .36 and .39, ps < .05). 

4 Discussion 

The first goal of the present study was to examine the relationship of trust and liking with 
reliance in a dual-advisor situation. Many of our results are consistent with those found in 
single-advisor situations, suggesting that some aspects of advice-taking seem to 
generalise to situations in which conflicting advice is provided by human and automated 
advisors. Consistent with the results reported by Merritt (2011) in a single-advisor 
context, we found that time 1 relative liking was significantly associated with users’ 
pattern of reliance during the first task block. Time 1 relative trust had a marginally 
significant association with reliance on the first target trial; however, this association did 
not reach conventional levels of significance when relative liking was accounted for. 
Thus, it seems that the role that liking plays in early reliance decisions may generalise to 
from single-advisor to dual-advisor situations. 

However, unlike past work in single-advisor settings, we found no significant effects 
of relative trust or relative liking during the second half of our task. Perhaps the decision 
criteria people use in dual-advisor settings differ, or change over time differently, from 
those in single-advisor settings. This finding is consistent, however, with work by Riley 
(1996) in a single-advisor setting, who found that learning about the task and failure 
states seemed to be associated with a shift in reliance strategies over the course of the 
task. As participants gained more experience and were better able to identify when the 
aid was failing, they seemed to move from a reliance strategy based on trust to one based 
on recognition of system states. In the present task, there were no clear indicates of 
whether the advisors were failing (e.g., the errors were not obvious to the participants in 
past studies using these stimuli); however, Riley (1996) also found individual differences 
in the reliance strategies used. It seems that as the task progressed, participants may have 
shifted from reliance strategies based on relative trust and liking to other types of reliance 
strategies. 

Our examination of means for trust and liking indicated that over time, a general bias 
toward trusting and liking the human advisor more than the automated advisor appeared. 
This pattern is consistent with theory on the perfect automation schema (Dzindolet et al., 
2003). Users with a stronger perfect automation schema are thought to find automation 
errors more surprising and thus weight automation errors heavily in their judgments of 
trust. Because no such schema is proposed to exist for humans, the perfect automation 
schema could explain the decreases in automation trust relative to human trust seen here. 
It is interesting that a similar pattern emerged for liking. Although little research has 
examined liking for automation, it seems reasonable that liking for an automated tool 
would depend more heavily on task performance than liking for a human might. While 
humans have a variety of personal characteristics that can make them likeable, 
automation may have relatively fewer and may be seen as existing to serve a sole 
purpose. Thus, errors in the task for which the automation was designed may result in 
severe decreases in liking relative to errors in human performance. 

We also found it interesting to note that the actual relative reliability of the human 
and automated advisors was significantly associated with block 2 reliance. While relative 
trust and liking were significantly associated with relative reliability, they did not 
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translate into reliance decisions. Instead, relative reliability was directly significantly 
correlated with relative reliance. Research suggests that in complex tasks, people may 
learn to recognise patterns at an unconscious level before they identify those patterns 
consciously (Bechara et al., 1997). It is possible that participants may have been able to 
behaviourally rely on the more accurate source even if conscious acknowledgement of 
differential trust was absent. However, because the association is low-to-moderate in 
magnitude, users may benefit from interventions designed to more effectively calibrate 
their relative levels of trust, liking and reliance. 

We found it interesting to note the large percentage of participants who seemed to 
disuse both the human and automated advisors. Even when faced with a situation in 
which both advisors contradicted the participant, participants stuck with their initial 
decision 81.28% of the time. In contrast, in our past research using a single-advisor 
version of this task, participants stuck with their initial decision only 42.20% of the times 
when automation disagreed [data from (citation removed for masked review)]. The reason 
for this discrepancy between our single- and dual-advisor versions of the task is unclear. 
One possibility is that receiving advice from two sources is cognitively demanding and 
participants might seek to reduce cognitive load by dismissing the advice. Another is that 
disagreement from two sources may cause a greater degree of reactance in participants, 
motivating them to ‘stick to their guns’ and disuse both advice sources. Beck et al. (2007) 
discussed intent errors, in which participants accurately perceive an aid’s capabilities but 
disuse it regardless. Such intent errors may reflect a sense of competition between the 
user and the aid – perhaps dual-advisor situations may increase such a sense of 
competition. Regardless of the reason, widespread rates of disuse can obscure the 
associations between attitudes and advice reliance. Identifying the mechanism behind 
disuse may help illuminate an important moderator of the attitude-reliance relationship. 

4.1 Practical implications 

The results of the present study provide further evidence that liking may be a key 
individual difference variable related to automation reliance, particularly in the early 
stages of interaction. Furthermore, relative liking for the automation significantly 
associated with the pattern of reliance found in the early stages of the task. These findings 
have implications for automation implementation. Disuse of new automation relative to 
human coworkers could be reduced by interventions designed to increase liking. Merritt 
(2011) found that inducing changes in mood can affect liking and several mood induction 
techniques have been identified (e.g., Stein et al., 2000; Velten, 1968). 

We found significant, but relatively small, correlations between advisors’ relative 
reliabilities and relative trust and liking. This suggests that while users can perceive 
differential reliabilities, their levels of trust and liking (and by extension, reliance) seem 
to be influenced by other factors as well. Thus, suggestions that organisations simply 
educate users on aid reliability may not have sufficiently large effects. Additional efforts 
may be required in order to correctly calibrate trust. 

4.2 Limitations and suggestions for future research 

Participants interacted with both the human and automation through a computer-mediated 
interface that was identical for both sources. This design feature was both a strength  
and a limitation. Standardisation allowed for the strictest comparison and provided 
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confidence that the differences found were due to knowledge that one source  
was human and one was automated. However, it also limits generalisability to other 
settings. 

Given the limited cues in these interactions, it is possible that liking could have  
been determined predominantly by propensity to trust1. Although propensity to trust  
was not a focal variable in this study, we had measured it via self-report for both  
humans and machines. In the full sample (N = 234), propensity to trust other humans  
was correlated moderately and significantly with liking for the human advisor at times  
1–3 (rs = .39, .34, .24). For machines, propensity to trust had a higher correlation  
with liking for the automation at time 1, but the correlations decreased over the course of 
the task, becoming non-significant at time 3 (rs for times 1-3 = .55, .31, .22, 
respectively). These correlations indicate that propensity to trust was associated with 
liking, particularly earlier in the task. However, liking did not seem to be based 
completely on propensity to trust. Given that the interface controlled for the number of 
social cues provided from either the human or automation, the richness of interaction 
cues provided by the advisors may be an important moderator to examine in future 
research. Future studies might increase social cues for one of both sources (e.g., video 
conference and avatars could be used) in order to examine the potential moderating 
effects of interaction format richness. 

In other contexts, additional factors may differ between humans and automation. Our 
participants had relatively few consequences associated with their performance. They 
were asked to imagine that they were acting as security screeners and responsible for the 
safety of others, but no real outcomes were associated with errors. Nor were participants 
asked to multi-task or balance multiple demands simultaneously. Therefore, future 
research should further investigate the effects of these and other potential moderators on 
relative reliance. 

Finally, in the present study we did not assess user self-confidence, or trust in oneself. 
The high rate of disuse seen in this study could indicate that user self-confidence may be 
key in predicting reliance decisions. Thus, we recommend that future research directly 
measure self-confidence so that its interactions with trust in the other advisors can be 
examined empirically. 

5 Conclusions 

As more modern and sophisticated technology develops to aid task performance, human 
decision makers will have to compare, analyse and incorporate information/advice from a 
large number of sources. These sources will include both other humans as well as 
automated decision aids. Research on reliance on human and automated information aids 
in multiple advisor setting is still in its infancy. This paper provides some unique insights 
into how trust and liking may differentially influence reliance on humans and machine 
advisors – specifically in conditions when information sources provide conflicting 
advice. We hope this paper will encourage more researchers to explore this fascinating 
area. 
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Notes 
1 We thank an anonymous reviewer for this suggestion. 
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