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1. INTRODUCTION TO SLEEP 

 

 Everyone sleeps. At least, scientists are well on their way to proving that even 

creatures we didn’t believe had the capacity for it, do indeed sleep. For example, the 

jellyfish Cassiopea was recently discovered by Nath et al. (2017) to exhibit a sleep-like 

state, despite lack of a centralized nervous system. Yet, despite the necessity of sleep and 

its prevalence in the animal kingdom, many questions remain unanswered as to precisely 

why sleep is so essential, where in the brain sleep originates, which areas of the brain 

contribute what to the sleep process, and how sleep (or the lack thereof) affects processes 

such as memory consolidation. Research continues to seek answers these questions, with 

numerous new papers on sleep being published each year. Some basic background and a 

summary of recent sleep research will be touched upon briefly in this introduction. 

 

1.1. SLEEP IN GENERAL 

 Sleep has been studied in one form or another for centuries, with published articles 

about the phenomenon going back at least as far as the 1840s (Ashenheim 1841). There are 

two distinct sleep states: rapid eye-movement sleep, also known as paradoxical sleep and 

associated with dreaming; and non-rapid eye-movement sleep. 

 1.1.1. NREM Sleep.  Non-rapid eye-movement (non-REM or NREM) sleep is also 

known as slow wave sleep, named for the electroencephalogram (EEG) pattern of activity 

during this state: high amplitude, synchronized, with a frequency in the delta band, between 

0.5 and 4 Hz (Krueger et al. 2008, de Andres et al. 2011). This state of sleep is vital to 

sleeping creatures – so much so that sleep will always reemerge, even after (survivable) 
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acute damage to regions of the brain that moderate sleep (Krueger et al. 2008). Humans 

spend about 80% of their total sleep time in NREM (Krueger et al. 2008), with the rest 

devoted to REM, to be discussed in the next section.  

 NREM sleep is broken down into two distinct stages: stage 2 and stage 3-4, the 

latter of which is now slightly less confusingly called N3 (de Andres et al. 2011). Slow 

wave activity predominates during up to 20% of the duration of stage 2. During the 

remainder of this sleep state, the EEG exhibits patterns called K-complexes and sleep 

spindles. K-complexes are brief high amplitude spikes, while sleep spindles are short bursts 

of higher frequency activity. This stage corresponds to light sleep, where the sleeper is 

relatively easier to wake. Unlike stage 2, stage N3 consists more heavily of slow wave 

activity (20% or more) and is considered deep sleep (de Andres et al. 2011).  

 The amount and depth of NREM slow wave activity depends upon the activity of 

the brain during waking. Brain regions that experience increased activity or stimulation 

during waking hours experience increased levels of slow wave activity during the 

following NREM episode, while decreased activity during wake leads to decreased slow 

wave activity during NREM (Krueger et al. 2008, de Andres et al. 2011). There is also a 

distinct decrease in connectivity and signal propagation during NREM. While a signal 

transmitted in the brain via direct cortical stimulation during waking will propagate to other 

connected areas of the cortex, when the stimulation occurs during NREM sleep, the signal 

fades away quickly without much propagation. This appears to be the mechanism 

underlaying the slow fading of consciousness before and during early stages of sleep 

(Massimini et al. 2005).  
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 1.1.2. REM Sleep.  Arguably the more interesting of the two sleep states, rapid 

eye-movement (REM) sleep was discovered in the 1950s. While eye movement during 

sleep in humans had been noted previously, Aserinsky and Kleitman were the first to 

connect this movement to dreaming, publishing their findings in 1953 (Aserinsky & 

Kleitman 2003, reprint of original 1953 article). Other creatures have subsequently been 

found to exhibit REM sleep, including cats (Jouvet & Michel 1959), other mammals 

(Siegel 2001), lizards (Shein-Idelson et al. 2016)., and birds (Rattenborg et al. 2019).  

 REM sleep is also called paradoxical sleep; a fitting name, as activity in the brain 

during this sleep state is similar to that of waking. In fact, not only are multiple areas of the 

brain, previously quiescent during the descent into NREM, reactivated (Braun et al. 1997, 

Hobson & Pace-Schott 2002), but the brain’s energy metabolism during REM is as large 

as, or even larger than, during wakefulness (Hobson & Pace-Schott 2002). The EEG 

activity of the brain during REM is reminiscent of waking-state low-amplitude, high-

frequency firing. Waking and REM EEG are desynchronized compared to NREM (Peever 

& Fuller 2017), as inferred from the periodicity and amplitude of EEG recording, though 

REM has also been found to be the state with the greatest global field synchronization, 

when compared to NREM and wake (Achermann et al. 2016). When the brain shifts from 

wake to sleep, it always starts in NREM before changing to REM sleep. Over the course 

of a long sleep, the brain will switch between NREM and REM multiple times (Peever & 

Fuller 2017).  

 The wake-like activity of REM sleep still differs from true wakefulness in a few 

vital ways. When awake, the brain is mainly flooded with aminergic neuromodulators 

(Hobson & Pace-Schott 2002). After sleep onset, many brain regions, such as the pons and 
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the thalamus, become quiescent (Braun et al. 1997, Hobson & Pace-Schott 2002). Once 

REM sleep begins, however, these regions become active once again, though this time they 

are cholinergically modulated (Braun et al. 1997, Hobson & Pace-Schott 2002).  

 Furthermore, after REM onset, the input from the world is blocked, as is any motor 

output, leading to muscle atonia (Hobson & Pace-Schott 2002), though occasional muscle 

twitches do occur (Peever & Fuller 2017). This signal blockage is related to REM’s most 

interesting and well-known characteristic – dreaming (Note that while dreaming is 

associated with REM, it does also sometimes occur during NREM (Peever & Fuller 2017)). 

In spite of the “sleep paralysis” resulting from muscle atonia, the cerebellum continues to 

fine-tune the fictive motions performed in dreams (Hobson & Pace-Schott 2002). This 

production of fictional motions (along with fictional environments and sensory inputs) may 

be why REM sleep has the highest energy metabolism demands of all sleep states (Hobson 

& Pace-Schott 2002). Along with dreaming, REM sleep may also have a significant role 

in memory processing, to be discussed later (Section 1.2.4.1.).  

 Computational models have been developed to study and simulate REM sleep, both 

in the context of a larger sleep model (Kumar et al. 2012) and as part of a fast-slow process 

in which fast neuronal firing determines the sleep/wake state, and a slow homeostatic drive 

regulates the whole system (Booth & Diniz Behn 2012). Various hypotheses have been 

proposed for the evolutionary benefits of REM sleep (Siegel 2011, 2012, Rial et al. 2012).  

 

1.2. SLEEP IN THE BRAIN 

 Sleep and its relation to neurons, the circadian rhythm, and memory consolidation 

will be explored in this section. How neurons function and the discovery of the electrical 
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signal that propagates through them will also be discussed here, followed by a discussion 

of the circadian rhythm and the benefits of sleep, including memory, emotions, energy, and 

recovery.  

 1.2.1. Neuron Review.  A neuron’s membrane potential (the difference in voltage 

between inside the membrane and outside) is dependent upon ions that flow in and out of 

the cell. In its resting state, the interior of the neuron is at a negative potential compared to 

the extracellular space due to multiple different ions’ concentrations.  

 Signals travel along neurons via action potentials, which consist of three stages: 

depolarization, repolarization, and hyperpolarization. An action potential begins when an 

incoming signal pushes the membrane potential above a threshold value. This triggers Na+ 

channels to open, allowing sodium ions to flow into the cell due to the electric potential 

difference and the lower concentration of sodium within the neuron. As more Na+ flows 

in, more channels open, allowing sodium to enter the cell in larger quantities. This causes 

the neuron to “depolarize”, corresponding to a sharp rise in the membrane potential. As the 

increases, K+ channels begin to open, allowing potassium to flow from the higher 

concentration inside the cell to the lower concentration outside. Sodium stops flowing into 

the neuron due to the closing of an inactivation gate on the intracellular side of the Na+ 

channels. These events cause the neuron to repolarize, which is seen as the downstroke of 

the action potential. A brief overshoot of the resting membrane potential results in transient 

hyperpolarization (Barnett & Larkman 2007).  

 While the neuron is hyperpolarized, it is in a refractory period, during which it is 

unable to fire again, regardless of the strength of an applied electric signal. This is called 

the absolute refractory period. For another short time after that, during the relative 
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refractory period, an action potential can be triggered, but it takes a stronger than normal 

electrical signal. This is due to the recovery of the Na+ channels preventing passage while 

the K+ channels slowly close. The combination of these two refractory periods is what 

prevents an action potential from propagating back towards the direction of its source 

(Barnett & Larkman 2007). 

 1.2.2. Discovery of the Action Potential.  Before the mid-18th century, it was 

believed that muscles and nerves functioned via the four elements (earth, water, air and 

fire) and via ether. This perspective changed due to the efforts of more than a few important 

scientists. The history of the action potential’s discovery started when Italian physician 

Luigi Galvani (1737-1798) began studying the effect of electricity on severed frog legs. He 

found that contact between the leg and some metals, along with an electric spark, cause the 

contraction of the leg. This action of nerves and muscles he called “animal electricity”. 

Galvani’s eventual conclusion that there existed a quantity of positive and negative charge 

in the muscle and nerves is, in retrospect, eerily accurate (Cajavilca et al. 2009, Kazamel 

& Warren 2017). 

 Alessandro Volta (1755-1832) at first applauded Galvani’s research. As he 

performed the experiments for himself, however, he came to doubt and publicly contradict 

all of Galvani’s conclusions. Volta believed that Galvani was incorrect about an intrinsic 

animal energy and that the electricity that caused muscle contraction was a byproduct of 

using metals to manipulate the frog leg; in essence, heterogeneous contact caused the 

charge (Piccolino 1997, Kazamel & Warren 2017). Galvani set out to disprove Volta’s 

refutation, and the argument went back and forth for years. In 1797, Galvani undermined 

all of Volta’s contradictions by touching the sciatic nerve of one frog leg to the sciatic 
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nerve of a second, a homogenous contact, that produced the expected muscle contraction. 

This definitive experiment went almost completely unnoticed, however, while Volta 

proceeded to invent the electrical battery in 1800. As a result, the development of 

electrophysiology and the study of “animal energy” fell by the wayside for nearly three 

decades (Cajavilca et al. 2009). 

 Carlo Matteucci picked up the thread of Galvani’s research in 1838, followed by 

Emil du Bois-Reymond (1818-1896). In 1843, the latter improved the sensitivity of a 

galvanometer to the extent that he was able to measure the tiny currents in frog muscles. 

From this confirmation of Galvani’s theory, the field of electrophysiology was born 

(Finkelstein 2015). The shape of the action potential of a frog’s sciatic nerve was captured 

on an oscilloscope by Joseph Erlanger (1874-1965) and Herbert Gasser (1888-1963) in 

1922 (Kazamel & Warren 2017). 

 Even after the discovery of action potentials, however, many questions had yet to 

answered about their propagation and signal transmission. In 1937, Alan Lloyd Hodgkin 

(1914-1998) showed that an active area can excite nearby neurons. He did this by blocking 

one section of a nerve and measuring the electrical signals that passed beyond the block 

(Hodgkin 1937). Hodgkin and Andrew Fielding Huxley studied the giant axon of a squid, 

using their insights to develop a detailed computational model of an action potential, 

incorporating both conduction and excitation (Hodgkin & Huxley 1952). This model, of 

course, was the precursor to the model developed by Martin Tobias Huber and Hans Albert 

Braun (Braun et al. 1998) and used in the research presented here, to be discussed in 

Section 2.1.2.  
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1.2.3. Circadian Rhythm.  Everyone is familiar with the 24-hour cycle of daily 

life, largely due to one earth day being about equivalent to 24 hours. The reason why 

humans and other creatures follow the same pattern each day is as much the result of an 

internal circadian rhythm of the body as it is due to the entrainment with the solar light 

cycle. Circadian rhythms in plants were observed for the first time by Jean-Jacques Dortous 

de Mairan in 1729, who noticed the movement of a plant’s leaves, which changed 

depending upon the amount of light, and thus depended upon the time of day. However, 

this pattern of activity still occurred when the plant was isolated in a dark room, as if it 

were following its own internal clock. In biological systems, such as the plant, these daily 

oscillations became known as the circadian rhythm (Pikovsky et al. 2001).  

 The circadian rhythm is generated, and its synchronization maintained, by neurons 

in the suprachiasmatic nucleus (SCN). This connection was discovered in 1972, when 

scientists compared the brains of rats kept on the same circadian stimulus with and without 

lesions in the SCN, each of which was euthanized at different times of day (Moore & 

Eichler 1972). The neural pathway between the retina and the SCN was demonstrated by 

the injection of dye into a rat’s eye (Moore & Lenn 1972), indicating that external light 

stimulus does have some effect on the internal circadian rhythm. In the 1990s, the specific 

role of the SCN was explored, with transplanted SCNs in rats (Ralph et al. 1990) and 

hamsters (Aguilar-Roblero et al. 1994) changing their circadian rhythms, SCN lesions in 

squirrel monkeys changing their daily rhythms of sleep and wake (Edgar et al. 1993), and 

individual neurons removed from the SCN exhibiting daily firing rhythms in vitro (Welsh 

et al. 1995).  
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 The first studies of the circadian rhythm in humans was conducted in the late 1930s 

by Kleitman, now considered the father of sleep research, who removed external light 

entrainment by performing studies deep inside of caves, where sunlight was not able to 

influence the circadian rhythm of subjects (Czeisler & Gooley 2007). Many later studies 

investigated similar aspects of the human circadian rhythm, including unusual circadian 

cycle lengths of people living in one of the northernmost inhabitable areas, where the sun 

does not set over an entire season (Lewis & Lobban 1957).  

 The SCN moderates a mammal’s daily and seasonal rhythms and behaviors, a 

combination which has been modeled in varying ways and complexities. A robust standard 

model of SCN neurons, with a 24-hour period, is depicted schematically in Aton & Herzog 

(2005), with proper anatomical organization. Other models, which focus more on the 

generated circadian rhythm than the SCN itself, include Daan et al. (1984), whose skewed 

sine wave Process C is used as the circadian drive in many sleep-wake models; a two-

oscillator model developed by Strogatz (1987); a square array of SCN oscillators (Kunz & 

Achermann 2003); and a light-based model with an additional non-photic input (St. Hilaire 

et al. 2007).  

 A detailed review of the SCN’s role in timekeeping and circadian rhythm 

generation is presented in Anton & Herzog (2005), and a more general review of the 

circadian rhythm, its history, and its various light-sensitive aspects is given in Czeisler & 

Gooley (2007). 

1.2.4. Benefits of Sleep.  Sleep is dangerous. It leaves animals open to predation, 

takes time away from searching for food, and requires a safe place. Despite that, sleep is a 

vital component of daily life. If a creature goes without sleep for long enough, it will die. 
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This has led to animals developing ways of sleeping that improves their chances of survival 

(Lima et al. 2005). An example would be unihemispheric sleep, which will be discussed 

below (Sections 1.3.2. – 1.3.4.). The benefit of sleep must outweigh the danger and 

inefficiency of sleep for it to have remained such an important process in living creatures. 

While sleep deprivation has negative impacts on the body (Schmidt 2014) and on memory 

(Abel et al. 2013), the benefits of sleep are still debated. Some of the more prevalent 

theories are discussed below. 

1.2.4.1. Memory and emotions.  Sleep, learning, and memories are connected in 

the brain (Stickgold et al. 2001). Sleep is crucial in the management and storing of 

memories. Studies have shown that even brief naps can aid memory formation, though the 

longer the sleep period, the better the memory consolidation (Diekelmann & Born 2010).  

Two of the most widespread theories of memory consolidation are the “dual process 

hypothesis” and the “sequential hypothesis” (Hobson & Pace-Schott 2002). The “dual 

process hypothesis” states that each stage of sleep performs a different memory process. 

Specifically, procedural memories are processed during REM episodes, while declarative 

memories (such as word association) are processed during NREM sleep. In contrast, the 

“sequential hypothesis” states that memories are simply processed in the order that they 

happened and are not dependent upon the sleep state (Hobson & Pace-Schott 2002).  

Evidence suggests that memories are encoded temporarily in the hippocampus 

while a subject is awake, and once the subject falls asleep, some of the memories are moved 

to regions such as the neocortex for longer-term “storage” (Vorster & Born 2015). A 

detailed moment-by-moment breakdown of the memory consolidation process is covered 

by Dudai et al. (2015).  
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Emotions are connected to memories, and experiments with human patients have 

shown that emotions are present during REM sleep (Fosse et al. 2001). Emotions during 

REM seem to be tied to REM’s role in processing memories. Besides procedural memory 

processing, REM also plays a role in emotional memory processing (Diekelmann & Born 

2010). This connection between REM and emotional memories has led to the development 

of therapeutic uses of REM in the treatment of post-traumatic stress disorder (Stickgold 

2007).  

1.2.4.2. Energy and recovery.  Memory encoding relies heavily upon synaptic 

plasticity as well as sleep (Timofeev & Chauvette 2017). The plasticity of neurons 

decreases with use, and recovery, or renormalization of synaptic strength, is required to 

restore this plasticity. This recovery occurs during sleep, according to the synaptic 

homeostasis hypothesis (Tononi & Cirelli 2014). That sleep is an essential for recovery in 

the brain is not a new concept (Siegel 2003), and there are prevailing theories that plasticity 

in the human brain develops in infancy, during REM sleep (Hobson & Pace-Schott 2002).  

Beyond plasticity recovery, a part of brain recuperation during sleep includes the 

clearance of harmful byproducts produced over the course of the day (Xie et al. 2013). 

Energy conservation and distribution for different brain states is also a key aspect of sleep 

(Schmidt 2014); different stages of sleep provide low-energy consumption states, which 

helps regulate the amount of energy consumed by the brain.  

 

1.3. SLEEP IN LIVING CREATURES 

 Animals exhibit a range of unique sleep behaviors. This section will briefly discuss 

human sleep, as well as sleep in other creatures, specifically cetaceans, seals, and jellyfish.  
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1.3.1. Humans. Humans have one standard form of sleep: bihemispheric sleep. 

However, unusual circumstances or illnesses can cause another form of sleep in humans, 

called asymmetric sleep. Both will be discussed in this section.   

 1.3.1.1. Bihemispheric sleep (BHS).  Humans, like many creatures that sleep, have 

their entire brain in the same state at any one time: either all awake, or all asleep. This is 

called bihemispheric sleep (BHS). Those who do not utilize both hemispheres for sleep at 

the same time undergo what is called unihemispheric sleep (UHS), to be discussed below 

(Sections 1.3.2 – 1.3.4.).  

 Scientists initially hypothesized that the corpus callosum, the major pathway for 

communication between hemispheres, was essential to symmetric sleep between 

hemispheres, since some other creatures that use UHS, such as birds, do not have a corpus 

callosum, but instead possess multiple smaller comparable structures (García-Moreno & 

Molnár 2015). The corpus callosum consists of the bundle of fibers that connect the left 

and right hemispheres of the human brain (Sperry 1961, Corsi-Cabrera et al. 2006). It 

appears that the corpus callosum is not completely necessary for communication between 

hemispheres; people with callosal dysgenesis (born without the corpus callosum) still have 

interhemispheric communication (Tovar-Moll et al. 2014), though interhemispheric 

asymmetries during sleep have been found in acallosal mice (Vyazovskiy et al. 2004) and 

humans (Nielsen et al. 1992). People who were born with a corpus callosum and had it 

surgically severed (partially or completely, to halt the propagation of seizures between 

hemispheres (Bayne 2008)) have demonstrable difficulty with information transfer (Tovar-

Moll et al. 2014), as well as interhemispheric asymmetry during sleep, though the latter 

may recover with time (Corsi-Cabrera et al. 2006).  
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 1.3.1.2. Asymmetric sleep.  Despite corpus callosum separation and callosal 

dysgenesis, human sleep is always bihemispheric (Rattenborg et al. 2000, Corsi-Cabrera 

et al. 2006), if not necessarily symmetric (interhemispheric coherence was decreased at 

some frequencies after the corpus callosum was partially or completely severed (Corsi-

Cabrera et al. 2006)). Although not a very common occurrence, interhemispheric 

asymmetry has appeared in human sleep (Braun et al. 1997). Asymmetry can arise from 

separation of the hemispheres through surgery, as in Corsi-Cabrera et al. (2006), but also 

appears in humans due to other circumstances. Differences between hemispheres during 

sleep have been observed in humans with sleep apnea (Abeyratne et al. 2010, Rial et al. 

2013). Sleep apnea was found to be directly related to the magnitude of hemispheric 

asymmetry; the more severe the apnea, the more distinct the asymmetry (Abeyratne et al. 

2010). During normal breathing in sleep, apneic patients exhibit this asymmetry. When the 

patient enters an apneic episode (paused breathing), the hemispheres resynchronize (Rial 

et al. 2013).  

 Asymmetry between hemispheres during sleep can also occur in healthy humans, 

as discovered by Tamaki and associates (2016). When humans fall asleep in a new, 

unfamiliar location, portions of one hemisphere do not sleep as deeply as the other 

hemisphere, maintaining a heightened awareness of the environment. During this time, 

unfamiliar sounds will arouse a person more frequently and with faster response time when 

detected by the more lightly sleeping hemisphere than when detected by the more deeply 

sleeping hemisphere. This response can be viewed as deriving from a survival mechanism, 

protecting oneself while resting in an environment that may have unknown dangers. It is 
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Figure 4.23 – Excitatory Coupling, Asymmetric and UHS 

Synchronization indices for left (black line) and right (blue line) hemisphere VLPO, 

showing asymmetric sleep (night one) and UHS (night two). Parameters are 𝑔𝐴 =
−0.0000275, 𝑔𝐶𝐴 = 0.00115, 𝑔 = 0.000045, 𝑔𝑉 = −0.0000425, 𝑔𝐶𝑉 = −0.0019, 

𝑔𝑉𝐿t𝑅
= 0.000025, 𝑔𝑉𝑅𝑡𝐿

= 0.000025, and 𝐼 = 1.75, with 4 neurons per region.  

 

 

 Kedziora et al. (2012) found bihemispheric sleep (BHS) when utilizing excitatory 

interhemispheric coupling in their model. In a computational model of BHS, one would 

expect both hemispheres to be, as the name suggests, asleep at the same time and 

synchronized with each other. An example of nearly identical synchronization of VLPO 

regions from each hemisphere is shown in Figure 4.21. For this value of the input current 

(𝐼 = 2.50), HR neurons are deep in the bursting regime. Consequently, the synchronization 

of each region changes rapidly numerous times throughout the simulation. However, the 

significant overlap between the left and right VLPO through these abrupt shifts in 
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synchronization show that the regions are well synchronized to one another, inducing 

during sleep states.  

 

 

 

Figure 4.24 – Excitatory Coupling, Dominant Hemisphere Switching 

Synchronization indices for left (black line) and right (blue line) hemisphere VLPO, 

showing dominant hemisphere switching. Parameters are 𝑔𝐴 = −0.0000275, 𝑔𝐶𝐴 =
0.00115, 𝑔 = 0.000045, 𝑔𝑉 = −0.0000425, 𝑔𝐶𝑉 = −0.0019, 𝑔𝑉𝐿t𝑅

= 0.00004, 

𝑔𝑉𝑅𝑡𝐿
= 0.00004, and 𝐼 = 1.75, with 4 neurons per region.  

 

 

 Figure 4.22 shows the synchronization of two VLPO regions from the left and right 

hemispheres, for a different set of parameter values. While over the first night the regions 

have similar degrees of synchronization, there is a slight gap between synchronization 

indices of the left and right VLPO for most of the second night. This gap indicates that the 

left hemisphere is more synchronized than the right hemisphere. Slight asymmetry between 
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the hemispheres, like that shown in Figure 4.22, occurs in the human brain during the first 

night effect and as a result of sleep apnea (Section 1.3.1.2.).  

 

 

 

Figure 4.25 – UHS in Phase-Cluster Chimera Data 

Synchronization indices for left (black line) and right (blue line) hemisphere VLPO, 

showing UHS, from data in Figure 3.13 (phase-cluster chimera state). Parameters are 

𝑔𝐴 = −0.0000075, 𝑔𝐶𝐴 = 0.00115, 𝑔 = 0.000045, 𝑔𝑉 = −0.0000425, 𝑔𝐶𝑉 =
−0.0019, 𝑔𝑉𝐿t𝑅

= 0.00002, 𝑔𝑉𝑅𝑡𝐿
= 0.00002, and 𝐼 = 2.00, with 4 neurons per region.  

 

 

 Asymmetry is also present for the first night in Figure 4.23. In this case, there is a 

distinct gap between left and right VLPO throughout the entire night. At several times 

during the night, the gap in the synchronization index is as large as 0.2. A similar gap is 

seen in Figure 2.36, indicating the difference between an active (comparatively 

desynchronized) and a resting (comparatively synchronized) region. The first night in 

Figure 4.23 can be interpreted as either asymmetric sleep or UHS, depending on the 



151 
 

difference in synchronization indices selected as a cutoff between the two states. The 

second day in this figure, however, shows a larger gap, maintained through the better half 

of the night, and indicative of UHS.  

 

 

 

Figure 4.26 – Inhibitory Coupling, Asymmetric Sleep 

Synchronization indices for left (black line) and right (blue line) hemisphere VLPO, 

showing asymmetric sleep. Parameters are 𝑔𝐴 = −0.0000275, 𝑔𝐶𝐴 = 0.00115, 𝑔 =
0.000045, 𝑔𝑉 = −0.0000425, 𝑔𝐶𝑉 = −0.0019, 𝑔𝑉𝐿t𝑅

= −0.00002, 𝑔𝑉𝑅𝑡𝐿
=

−0.00002, and 𝐼 = 2.00, with 4 neurons per region.  

 

 

 Asymmetric sleep is present in Figure 4.24 over both nights. This figure illustrates 

another key feature of UHS – hemispheric switching. In biological UHS, once one 

hemisphere has slept for a time, it wakes so that the other hemisphere can sleep, and this 

alternating process repeats numerous times over the night (see Section 1.3.2.). This is 
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precisely what occurs in Figure 4.24, where the left and right hemisphere VLPO regions 

switch which is more synchronized. The presence of this aspect of UHS demonstrates that 

this model can exhibit additional key properties of UHS beyond simple hemispheric 

synchronization asymmetry.  

 

 

 

Figure 4.27 – Inhibitory Coupling, UHS and Asymmetric, Apneic Sleep 

Synchronization indices for left (black line) and right (blue line) hemisphere VLPO. 

Night one exhibits a large gap between left and right hemisphere VLPO synchronization, 

indicative of UHS. Night two shows asymmetric sleep with a brief collapse into 

symmetric BHS before a return to asymmetry, reminiscent of the shifts known to occur in 

patients with sleep apnea. Parameters are 𝑔𝐴 = −0.0000275, 𝑔𝐶𝐴 = 0.00115, 𝑔 =
0.000045, 𝑔𝑉 = −0.0000425, 𝑔𝐶𝑉 = −0.0019, 𝑔𝑉𝐿t𝑅

= −0.000035, 𝑔𝑉𝑅𝑡𝐿
=

−0.000035, and 𝐼 = 1.75, with 4 neurons per region.  

 

 

 Strong interhemispheric asymmetries were observed in the phase-cluster chimera 

state shown in Figure 3.13. Given the parallel between chimera states and UHS, the 
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synchronization indices of the VLPO regions from Figure 3.13 are shown in Figure 4.25. 

This data is consistent with UHS, showing a distinct gap between the synchronization 

indices of the left and right hemisphere.   

 

 

 

Figure 4.28 – Inhibitory Coupling, UHS and Dominant Hemisphere Switching 

Synchronization indices for left (black line) and right (blue line) hemisphere VLPO, 

showing UHS. Each night shows a different hemisphere exhibiting higher 

synchronization, though both have a large gap indicative of UHS. Parameters are 𝑔𝐴 =
−0.0000275, 𝑔𝐶𝐴 = 0.00115, 𝑔 = 0.000045, 𝑔𝑉 = −0.0000425, 𝑔𝐶𝑉 = −0.0019, 

𝑔𝑉𝐿t𝑅
= −0.000025, 𝑔𝑉𝑅𝑡𝐿

= −0.000025, and 𝐼 = 2.25, with 4 neurons per region.  

 

 

 4.2.2. Inhibitory Connection Between Hemispheres.  Asymmetric sleep can be 

observed with an inhibitory connection between the VLPO regions, as shown in Figure 

4.26. Here, each night shows asymmetric sleep, with the left (black line) hemisphere being 

the more synchronized during both nights. This figure has equivalent parameters to Figure 
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4.27 and 4.28). Whether this is a product of the inhibitory coupling, noise, or other factors 

remains to be explored in future work.  

 

 

 

Figure 4.29 – Percent of Night Spent in UHS 

Histogram of the percentage of each night spent in UHS. Colored bars (blue for night 1, 

orange for night 2) denote the percentage of the night the difference in synchronization 

between hemispheres was greater than a threshold (0.18). Night 1 is about 60 s to 190 s, 

and night 2 is about 235 s to 360 s. The error bars denote the standard deviation.  

 

 

 

 To explore the reproducibility of these UHS, four runs were conducted for each of 

the values 𝑔𝑉𝑡𝑉 = −0.00002, −0.000025, −0.00003, −0.000035, and −0.00004. The 
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5. CONCLUSIONS 

 

5.1. SUMMARY   

 A computational model of sleep dynamics has been developed, using two different 

neural models (Huber-Braun and Hindmarsh-Rose). The model has been developed in both 

a single-hemisphere and a two-hemisphere form, with clusters of neurons representing the 

sleep-promoting (VLPO) and wake-promoting (AMIN) regions.  

 With the single hemisphere and Huber-Braun neurons, the synchronization of the 

simulated wake-promoting and sleep-promoting regions has a reciprocal relationship: 

AMIN has higher synchronization than VLPO during the daytime, and VLPO has higher 

synchronization than AMIN during the nighttime (Sections 2.2.4.2. and 2.2.4.3.). Burst 

synchronization analysis showed that VLPO may have higher synchronization during the 

day than shown by the spike-by-spike phase synchronization (Section 2.3.4.). Both VLPO 

and AMIN exhibit burst-firing during their downtimes and rapid, single spikes during their 

active times (Figures 2.12 and 2.13).  

 When Hindmarsh-Rose neurons are used instead, the synchronization relationship 

seen with HB neurons is reversed, with synchronization highs occurring during a region’s 

downtime (daytime for VLPO, nighttime for AMIN, Figure 2.36). Each region exhibits 

burst firing throughout the simulation, with the number of spikes per burst increasing 

during active times and decreasing during downtimes.   

 In the two-hemisphere version of the model, chimera states and phase-cluster 

chimera states were found (Sections 3.2.4.2.-3.2.4.4.). These were all found with excitatory 



160 
 

coupling between hemispheres, rather than the inhibitory connection which typically 

produces chimera states (Tinsley et al. 2012).  

 The two-hemisphere model also simulated asymmetric sleep and UHS using both 

excitatory interhemispheric coupling (Figure 4.23) and inhibitory coupling (Figures 4.26 

and 4.27). It also exhibited interhemispheric switching (Figure 4.24), which occurs during 

UHS, and asymmetric sleep with brief forays into BHS (Figure 4.27), similar to the changes 

in synchronization seen in patients with sleep apnea. Finally, and far from being the least, 

data that showed a phase-cluster chimera state in Section 3.2.4.3. also displayed an 

interhemispheric synchronization gap indicative of UHS (Figure 4.25). 

 The jet lag results, while preliminary, showed a variety of reactions to changes in 

the circadian drive, including difficulty in changing states. The system showed greater 

resistance to changes in synchronization with circadian delays and backwards phase shifts 

and experienced a greater effect from the circadian perturbations and forward phase shifts. 

Particularly, the daylight-saving time (DST) results (Figures 4.12 and 4.17) revealed 

synchronization disruptions that are reminiscent of the sleep disturbances caused by DST, 

reported to increase the risk of traffic accidents and medical issues such as heart attacks 

and strokes (Janszky et al. 2012, Harrison 2013, Sipilä et al. 2016, Manfredini et al. 2019).  

Future changes and additions to the model will help shed light on the results found here, as 

discussed below (Section 5.3).  

 

5.2. APPLICATIONS 

 The model presented here can be used to simulate various aspects of sleep 

dynamics, including changes in synchronization within and between regions or 
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hemispheres (Sections 2.2.4. and 2.3.2. – 2.3.4.), chimera states (Section 3.3.), and jet lag 

and unihemispheric or asymmetric sleep (Section 4.2.). While the jet lag results (Section 

4.1.) remain preliminary, the model has simulated a range of phenomena including 

unihemispheric sleep, bihemispheric sleep, asymmetric sleep (Section 4.2), changes in 

regional synchronization, response to unusual sleep environments (first night effect, 

Section 1.3.1.2.), and circadian disturbances (jet lag, daylight savings, Section 4.1.). It may 

also be applied to the investigation of other aspects of sleep, including the effects of lesions 

(which could be simulated by decreasing the coupling strengths between certain regions) 

and sleep deprivation. 

 Each of these aspects of sleep are important topics of future investigation, not least 

because of the health implications of sleep disturbances. Healthy human sleep occurs 

bihemispherically, yet hemispheres can become slightly desynchronized (Section 1.3.1.2.) 

as a reaction to environmental cues (first night effect), or as a result of a sleep disorder 

(sleep apnea). Jet lag (Sections 1.5.4.2. and 4.1.) and sleep deprivation (Section 1.4.) feel 

dreadful and repeated exposures can lead to negative health effects. The symptoms of each 

of these have been studied, though not yet at the level of individual neural synchronization. 

The model presented here provides insights into the possible behavior of neurons in sleep-

related regions of the brain during these sleep instances through the synchronization within 

and between each region and hemisphere. An expanded version of the model with more 

neurons per region could be used to develop predictive hypotheses as to local 

synchronization changes that accompany sleep disturbances. These hypotheses could 

conceivably be tested in vivo in animal models and might eventually form the basis for the 

design of possible clinical interventions.  
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5.3. FUTURE RESEARCH 

 There are still a wealth of studies that can be performed with this model, especially 

with further refinement. 

 5.3.1. Circadian Rhythm Changes.  The circadian rhythm provides ample 

possibilities for further study. In future, the model presented here can be modified to 

consider changes to the circadian drive. Projections from other regions of the brain back to 

the SCN can provide a more detailed interaction between the regions in the model and 

changes in the circadian drive. Allowing other inputs to impact the circadian rhythm, such 

as non-photic elements (St. Hilaire et al. 2007) or even the wavelength of the entraining 

light (Duffy & Czeisler 2009), will provide new aspects to explore in the model. Alongside 

this, creating an internal circadian rhythm for the “subject” in the model and a separate 

circadian drive (external entrainment) will make differentiating the study of external and 

internal circadian perturbations much clearer and allow study of circadian misalignment 

(Fischer et al. 2016).  

 Within the current model, the coupling strength from the circadian drive to each 

region is constant, while the value of CD changes over the day. Another aspect to study 

would be to change the value of 𝑔𝐶 during the course of the day, whether proportionally 

(as 𝑔𝐶𝐴 increases, 𝑔𝐶𝑉 decreases and vice versa), with the change in activity of certain 

regions, or some other variant. This may be equated to something changing the 

effectiveness of circadian entrainment, such as caffeine keeping a person awake, or 

melatonin supplements helping a person sleep.  

 The preliminary jet lag simulations described in Section 4.1. yielded various 

anomalous results. Perturbations late in the day had more impact than perturbations early 
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in the day, and longer perturbations often appeared to have little to no effect on the system’s 

synchronization, while small perturbations ended with the system failing to switch states, 

or even ending in an undeterminable state with overlapping synchronization. These results 

are not conclusive, due to the small sample size.  

 More simulations can be run, and further changes for the study of jet lag can be 

implemented. A larger region of parameter space should be explored with varying changes 

to the circadian drive, to see how different coupling values may change how the circadian 

perturbation impacts the synchronization. The value at which the circadian drive is held 

constant may also be changed, rather than simply holding at the current value. This would 

allow study of the impact of sudden darkness (dropping from a high value of CD to a low 

value) or bright light in late evening or night (increasing form low value of CD to a high 

value), along with the impact due to the timing and duration of these changes.  

 A combination of the preliminary jet lag simulations reviewed above (Section 4.1.) 

may also allow study of more detailed and varied versions of jet lag, such as a delay (CD 

held at a constant value) leading into a phase shift. This specifically would more accurately 

simulate traveling in a plane at a set light value (delay) for a period of time before landing 

in a new time zone (phase shift). Examining jet lag in the two-hemisphere model would 

also lend another layer of complexity and realism to the results. Light level shifts analogous 

to the darkening of the lights on a plane for a truncated night during an eastward trans-

Atlantic flight could also be modeled. Additional simulations will be needed in all cases in 

order to assess the repeatability of the responses to these perturbations. Size effects of 

larger neural ensembles also remain to be investigated. Development of a measure to 

quantify the effect of the time perturbation on the reciprocal synchronization between 
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AMIN and VLPO would be invaluable in assessing the intensity and repeatability of the 

simulated effects.  

 

 

 

Figure 5.1 – Two-Hemisphere Model with Orexin 

Schematic of the two-hemisphere model with the inclusion of neurons representing 

orexin (ORX). Solid arrows represent excitatory connections, and dashed arrows 

represent inhibitory connections. Pink regions with suns represent AMIN, blue with 

moons represent VLPO, and green with a sun represent ORX.  

 

 

 5.3.2. Additional Regions and Drives.  An additional wake-promoting region can 

shift the dynamics of the model; specifically, the addition of orexinergic (ORX) neurons 

from the lateral hypothalamic area (LHA). These neurons release the neurotransmitter 

orexin (also called hypocretin), a crucial element of sleep-wake regulation. Lack of orexin 



165 
 

can cause narcolepsy (see Section 1.5.1.; Sakurai 2007, Schwartz & Kilduff 2015). ORX 

is present in many models of sleep, including the UHS model developed by Kedziora et al. 

(2012) and the sleep/wake flip-flop model by Rempe et al. (2010). The ORX neurons of 

LHA interact with both VLPO and AMIN (Saper & Lowell 2014), the two key regions of 

the presented model. The addition of ORX neurons can strengthen and stabilize the wake 

state, especially in the two-hemisphere version of the model, where the VLPO regions 

stimulate each other. A schematic of how ORX would be incorporated into the two-

hemisphere model is shown in Figure 5.1. 

 Additional sleep-promoting regions can also change the dynamics of the model. 

The median preoptic nucleus (MnPO), also located in the hypothalamus, promotes the 

transition from wake to sleep while the VLPO consolidates the sleep state and regulates 

the depth of sleep (Gvilia et al. 2006). Firing ahead of the switch to sleep, MnPO may add 

to sleep pressure (Saper et al. 2010). It also inhibits the LHA, promoting the wake-to-sleep 

transition (Suntsova et al. 2007), balancing the addition of ORX.  

 Another key region in sleep regulation is the extended ventrolateral preoptic 

nucleus (eVLPO). This region inhibits the REM-off regions in the brain, allowing the 

transition from NREM to REM sleep (Lu et al. 2006, Rempe et al. 2010). The eVLPO 

exists in a flip-flop switch with both AMIN (which inhibits REM-on regions) and the 

VLPO (to regulate the switching between NREM and REM sleep) (Rempe et al. 2010). 

This region also projects to the LC (where the AMIN neurons from this model reside) and 

is inhibitory (Saper et al. 2010). The addition of the eVLPO to the model would allow for 

the transition into REM sleep, and the synchronization of all included regions during this 

state can be analyzed.  
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 Working in conjunction with the circadian drive, the homeostatic drive builds up 

sleep pressure as time spent awake accumulates and decreases sleep pressure with time 

spent asleep. This relationship between these two processes was put forward by Borbély 

(1982) and modeled by Daan et al. (1984), whose Process C, or circadian drive, was used 

in the present model. Besides the circadian rhythm, the homeostatic drive has been 

proposed to be regulated by neurons in the VLPO and MnPO (Gvilia et al. 2006), as well 

as by ORX (Postnova et al. 2009). The homeostatic drive interacts with many of the 

proposed elements of the model, adds a new input and robustness to the circadian drive, 

and its addition to the model would create another driving force. It would also allow the 

study of sleep debt (Borbély et al. 2016).  

 5.3.3. Miscellaneous.  Besides the above listed, other future changes can be made 

to improve the model and obtain more results. Additional neurons per region may add to 

the complexity of the model’s behavior. Using HB, results were inconclusive with no 

discernable change with an increase in neurons (Section 2.2.2.4.), and with HR, small 

improvements in the smoothness and consistency of the synchronization index curves were 

observed (Section 2.2.4.3.). More significant system size increases, including in expanded 

versions of the model, may have a greater impact. This may be explored with the HR 

versions of the model, and, once developed, the two-hemisphere HB version of the model. 

Simpler oscillator models such as integrate-and-fire neurons could be used as well, in order 

to reduce the computational time while increasing the number of oscillators per region.  

 Extension of the simulation time, along with further expansion of the time 

compression, may yield new information. This was seen to an extent in the HB results, in 

the difference between the one-minute day results (Figures 2.39 and 2.40) and the three-
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minute day results (Figures 2.20 and 2.37). The impact of noise on the model may also be 

explored for both HB and HR. While noise provides an aspect of biological realism and 

acts as a catalyst for some dynamical behavior (such as driving the voltage of a neuron 

above the firing threshold during sub-threshold oscillations), it may also create difficulties 

in being able to reliably replicate results without performing a very large number of 

simulations for each set of parameters.  

 To further investigate the range of dynamical behavior for both the HR and HB 

versions of the model, further exploration of parameter space should be conducted. The 

differences between in Figure 2.6 and Figure 2.14 for HB with different coupling strengths, 

and between Figures 2.22 and 2.23 for HR with different input current (𝐼) strengths, shows 

how the parameters impact the activity of the model. Parameter-space plots showing the 

regions in which certain phenomena (such as UHS and chimera states) can be generated. 

Particular parameters of interest would be the temperature and various coupling strengths 

in the HB model, and the input current and coupling strengths in the HR model. Choices 

of parameter regions of particular interest will also be informed by single-unit recordings 

from sleep-regulating brain regions in vivo and in vitro, such as the recent work by 

Takahashi et al. (2008) in orexin and non-orexin waking-active neurons, Takahashi et al. 

(2010) in the locus coeruleus, and Sakai (2014) in the SCN.    
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APPENDIX A. 

CONSTANTS OF HUBER-BRAUN MODEL 
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Table A. Constants of the Huber-Braun Model 

 

 

 

Conductances (
𝑚𝑠

𝑐𝑚2) 

 

𝑔𝑑 = 1.5 

𝑔𝑙 = 0.1 

𝑔𝑟 = 2.0 

𝑔𝑠𝑑 = 0.25 

𝑔𝑠𝑟 = 0.4 

 

 

 

Half Activation (𝑚𝑉) 

 

𝑉0𝑑 = −25 

𝑉0𝑟 = −25 

𝑉0𝑠𝑑 = −40 

 

 

Membrane Capacitance (
𝜇𝐹

𝑐𝑚2) 

 

𝐶𝑀 = 1 

 

 

 

 

Reversal Potentials (𝑚𝑉) 

 

𝑉𝑑 = 50 

𝑉𝑙 = −60 

𝑉𝑟 = −90 

𝑉𝑠𝑑 = 50 

𝑉𝑠𝑟 = −90 
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Table A. Constants of the Huber-Braun Model (Cont.) 

 

 

Steepness (𝑚𝑉−1) 

 

𝑆𝑑 = 0.25 

𝑆𝑟 = 0.25 

𝑆𝑠𝑑 = 0.09 

 

 

  

Time Constants (𝑚𝑠) 

 

𝜏𝑑 = 0.1 

𝜏𝑟 = 2 

𝜏𝑠𝑑 = 10 

𝜏𝑠𝑟 = 20 

 

 

 

Other Parameters 

 

𝑇0 = 25℃ 

𝜂 = 0.012 

𝑘 = 0.17 

𝐷 = 100 𝐴2 𝑠⁄  
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APPENDIX B. 

CONSTANTS OF HINDMARSH-ROSE MODEL 
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Table B. Constants of the Hindmarsh-Rose Model 

 

Noise Amplitude (𝐴2 𝑠⁄ ) 

 

 

𝐷 = 0.005 

 

Equilibrium Point 

 

 

𝑥1 =  −1.6  
 

 

 

 

 

 

Other Constants 

 

𝑎 = 1 
 

𝑏 = 3 
 

𝑐 = 1 
 

𝑑 = 5 
 

𝑟 = 0.003 
 

𝑠 = 4 
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