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1 Introduction

Coding theory studies the property of codes, which are very important in a lot of applications in fields such as data compression, error detection and correction, cryptography and networking. In my dissertation, I study families of cyclic codes and their generalizations. These types of codes are special types of linear codes. Linear Codes are sets of codewords such that any linear combination of codewords is still a codeword. These kind of codes are very useful in error detection and correction. Error Detection and Correction is a technique that first detects the corrupted data sent from some transmitter over unreliable communication channels and then corrects the errors and reconstructs the original data. The best contribution for the linear codes was given by Richard W. Hamming who invented the so called Hamming Codes. In 1968 he also won the Turing Award, which is an annual prize given by Association for Computing Machinery. Unlike Hamming codes, cyclic codes are used to correct errors where the pattern is not clear and the error occurs in a short segment of the message.

One generalization of cyclic codes is the family of quasi cyclic codes, the length of which is usually a big number. In order to make the study of these codes easier, one approach is to break it down into cyclic codes with small length so that the structure of quasi cyclic code can be understand from these cyclic codes.

One way of breaking down big codes is to write them down as matrix product of small codes. However the structure of quasi cyclic codes is not right for that. That is why I manipulated them by using a permutation. I called these new types of codes Permuted Quasi Cyclic Codes.

From any permuted quasi cyclic code we can define some special cyclic codes. For my thesis I will try to find sufficient and necessary conditions so any permuted quasi cyclic code can be written as a matrix product of those codes.

Another generalization of cyclic codes is the family of multi cyclic codes. These types of codes are more complicated than the previous one so I will propose to limit myself on finding the structure of multi cyclic codes of length 4 over $F_3$.

One technique of constructing new linear codes from a given linear code is by finding the so called Euclidean dual of a linear code. In my thesis I will also analyze the euclidean dual of the families above.
2 Finite Fields

Finite Fields play a very important role in Coding Theory. In this chapter I will recall some very important results about finite fields. Most of the work in this chapter is refereed to [4, chapter 3].

2.1 Cardinality of Finite Fields.

Definition 1. Let $F$ be a finite set and let $\cdot \cdot$ and $\cdot \cdot$ be two operations. We say $(F, +, \cdot)$ is a finite field (or simply $F$ is a finite field) if and only if the following conditions are true:

1. $(F, +)$ is an abelian group. Let us denote with $0$ the additive neutral element.
2. $(F^*, \cdot)$ is also an abelian group, where $F^* = F - \{0\}$. Let us denote with $1$ the multiplicative neutral element.
3. $a \cdot (b + c) = a \cdot b + a \cdot c$ for any $a, b, c \in F$.

Definition 2. A subset $K$ of a finite field $F$ is called a subfield of $F$ if and only if $K$ is a finite field under the operations of $F$.

Lemma 1. If $K$ is a subfield of a finite field $F$ then $F$ is a vector space over $K$.

Proof. Straightforward from definition. \qed

Theorem 1. If $F$ is a finite field then its cardinality is $p^m$ for some prime number $p$ and some positive integer $m$.

Proof. For any positive integer $s$, let $1_s = 1 + 1 + \ldots + 1$, where the sum is taken $s$ times.

Since $F$ is finite, there exist positive integers $p_1, p_2$ such that, $p_1 < p_2$ and $1_{p_1} = 1_{p_2}$. It is easy to see that $p_0 = p_2 - p_1$ is a positive integer and $1_{p_0} = 0$. Let $p$ be the smallest positive integer such that $1_p = 0$.

Since we want $p$ to be prime, let us assume by contradiction that $p = \alpha b$ where $\alpha, b$ are both positive integers strictly less than $p$. Because $p$ is the smallest integer with above property, we have $1_\alpha \neq 0$ and $1_b \neq 0$. It follows that $1_p = 1_\alpha \cdot 1_b \neq 0$, which is a contradiction. So the above $p$ is a prime number.

Let $P = \{0, 1, 1_2, 1_3, \ldots, 1_{p-1}\}$. It is easy to see that $\text{card}(P) = p$. We can also claim that $P$ is a subfield of $F$ because for any two positive integers $\alpha$ and $b$ such that $\alpha, b < p$, the following hold:

1. $\alpha_1 + \alpha_2 = 1_{(\alpha_1 + \alpha_2) \mod p}$,
2. $\alpha_1 \alpha_2 = 1_{(\alpha \alpha) \mod p}$,
3. $-\alpha_1 = 1_{p-\alpha}$.
4. \((1_a)^{-1} = 1_{\alpha \mod p}\) where \(\alpha + \beta p = 1\).

From Lemma 1 we can say that \(F\) is a vector space over \(P\). If \(m = \dim(F)\) over \(P\), then \(m\) is finite since \(F\) is a finite set. Let \(b_1, b_2, ..., b_m\) be a basis for \(F\). Any element \(b \in F\) can be written uniquely as \(b = \alpha_1 b_1 + \alpha_2 b_2 + ... + \alpha_m b_m\) for some \(\alpha_i \in P\). Since for any \(\alpha_i\) we have \(p\) choices it follows \(\text{card}(F) = p^m\). \(\square\)

The subfield \(P\) of the above theorem is called the \textit{the prime subfield} of \(F\). Also the prime number \(p\) of the above theorem is called the characteristic of \(F\), since we can show that for any \(a \in F\), \(a + a + ... + a = 0\), where the sum is taken \(p\) times.

The converse of the last theorem is also true. So for any prime number \(p\) and any positive integer \(s\) we can find a finite field \(F\) such that its cardinality is \(p^s\). See ([4, Theorem 3.4.4, page 109]).

Another true fact about finite fields is that any two finite fields \(F\) and \(F'\) with the same cardinality are isomorphic, i.e., there exists an one-to-one and onto map \(f\) from \(F\) to \(F'\) such that for any \(a, b \in F\), \(f(a + b) = f(a) + f(b)\) and \(f(ab) = f(a)f(b)\). See ([4, Theorem 3.1.1, page 101]).

In this case we can consider both fields identical, therefore we can denote with \(F_q\) all the finite fields with cardinality \(q\).

The next theorem will give us more details about the multiplicative group of a finite field.

**Theorem 2.** If \(F_q\) is a finite field then \((F^*, \cdot)\) is a cyclic group.

**Proof.** For any \(a \in F^*\) let us define with \(o(a)\) the smallest positive integer such that \(a^{o(a)} = 1\). It exists because we are working on a finite field. If \(m = \max\{o(a)\mid a \in F^*\}\), then \(m \mid (q-1)\), from Lagrange’s Theorem.

Let \(b \in F^*\) such that \(o(b) = m\) and let \(c\) be a random element in \(F^*\). Since \(F^*\) is a finite abelian group, there exists \(d \in F^*\) such that \(o(d) = \text{lcm}(o(b), o(c)) = \text{lcm}(m, o(c))\). So \(o(d) \geq m\), but because \(m\) is the maximum we have \(o(d) = m\).

From \(m = \text{lcm}(m, o(c))\), we have that \(o(c)\mid m\), so for any \(c \in F^*, c^m = 1\).

Finally let us consider the equation \(x^m - 1 = 0\). This equation has at least \(q-1\) solutions in \(F\) since all the elements of \(F^*\) satisfy it, so \(m \geq q - 1\). This inequality combined with the fact that \(m \mid (q-1)\) are enough to say that \(m = q - 1\). Hence \(b\) is a generator of \(F^*\), which makes \((F^*, \cdot)\) a cyclic group. \(\square\)

**Observation 1.** In order to find \(d\) of the above theorem do the following:

1. If \(\gcd(o(b), o(c)) = 1\), then let us take \(d = b \cdot c\). We can show that \(o(d) = o(c) \cdot o(b) = \text{lcm}(o(c), o(b))\).

2. If \(o(c)\mid o(b)\) take \(d = b\) and if \(o(b)\mid o(c)\) take \(d = c\).

3. Otherwise, let \(o(b) = m = p_1^{\alpha_1} p_2^{\alpha_2} \ldots p_t^{\alpha_t}\) and \(o(c) = n = p_1^{\beta_1} p_2^{\beta_2} \ldots p_t^{\beta_t}\), where the exponents may also be zero. Let us define:
Lemma 2. Let

\[ m' = \prod_{\alpha_i \geq \beta_i} p_i^{\alpha_i} \text{ and } n' = \prod_{\beta_i > \alpha_i} p_i^{\alpha_i}. \]

Since the previous case is excluded, \( n' \) and \( m' \) are both well defined. We can easily check the following:

\[ n'|n, \ m'|m, \ m' \cdot n' = \text{lcm}(m,n), \ \gcd(m',n') = 1, \ \text{o}(c^{m'}) = n', \ \text{o}(b^{m'}) = m'. \]

So in this case we can take \( d = c^{\frac{m'}{n'}} \cdot b^{\frac{m}{m'}}. \)

2.2 Cardinality of Subfields

Theorem 3. Let \( F_q \) be a finite field with \( q = p^m \). Any subfield \( K \) of \( F_q \) has cardinality \( p^l \) where \( l|\m \).

**Proof.** Let \( P = \{0, 1, 1_2, ..., 1_{p-1}\} \) be the prime subfield of \( F_q \) as in Theorem 1. Since \( 1 \in K \) we can say that \( P \) is also a subfield of \( K \). So \( \text{card}(K) = p^1 \) for some positive integer \( l \).

If we use Lagrange’s Theorem on the fact that \( K \) is an additive subgroup of \( F \) we have \( p^1 | p^m \). Also if we use the same theorem on the fact that \( K^* \) is a multiplicative subgroup of \( F^* \) we have \( (p^1 - 1) | (p^m - 1) \).

Let \( m = Q \cdot l + R \) with \( R < l \). For some positive integer \( A, B \) we have

\[ B(p^1-1) = p^m-1 = p^{Q_1}p^R-1 = p^{Q_1}p^R-p^R+p^R-1 = (p^{Q_1}-1)p^R+(p^R-1) = A(p^1-1)+(p^R-1). \]

It follows that \((B-A)(p^1-1) = p^R - 1\), so \( (p^1 - 1) | (p^R - 1) \). Unless \( R = 0 \) we have \( l \leq R \) which is a contradiction. So \( l|m. \)

The converse of this theorem is also true, but in order to prove that we need a lemma first.

Lemma 2. Let \( F_q \) be a finite field, \( a, b \) any two random elements in \( F_q \) and \( l \) a random positive integer. The following hold:

1. \( (a + b)^{p^l} = a^{p^l} + b^{p^l}. \)
2. \( (-a)^{p^l} = -a^{p^l}. \)

**Proof.** 1. Let us show the first equality for \( l = 1 \) first. From the binomial theorem we have that

\[ (a + b)^p = a^p + k_1 a^{p-1} b + k_2 a^{p-2} b^2 + ... + k_{p-2} a^2 b^{p-2} + k_{p-1} a b^{p-1} + b^p, \]

where \( k_i = \binom{p}{i} \mod p, \) for \( i = 1, 2, ..., p - 1. \)

Since \( \binom{p}{i} = \frac{p(p-1)...(p-i+1)}{i!} \) is always a positive integer we have that \( i! \) divides \( p(p-1)...(p-i+1). \) From the fact that \( p \) is prime we have that \( \gcd(p, i!) = 1 \)
hence \( i! \) divides \((p - 1) \cdots (p - i + 1)\). It follows that \( t = \frac{(p-1) \cdots (p-i+1)}{i!} \) is a positive integer, therefore

\[ k_i = \binom{p}{i} \mod p = t p \mod p = 0, \text{ for any } i = 1, 2, \ldots, p - 1. \]

The first equality of the lemma can be proved using the method of mathematical induction on \( l \).

2. If \( p \) is odd then \( p^l \) is still odd, therefore our second equality is true in this case.
   If \( p \) is even then \( p^l \) is also even so \((-a)^{p^l} = a^{p^l}\). Since \( p \) is also prime we have that \( p = 2 \), so \( a^{p^l} = -a^{p^l} \), hence \((-a)^{p^l} = -a^{p^l} \).

\[ \square \]

**Theorem 4.** Let \( F \) be any finite field of order \( q = p^m \) and \( l \) any positive integer such that \( l \mid m \). Then there exist \( K \) a subfield of \( F \) such that \( \text{card}(K) = p^l \).

**Proof.** Let us define

\[ K = \{ x \in F, x^\delta = x \}, \text{ where } \delta = p^l. \]

Thanks to the above Lemma we can easily show that \( K \) is a subfield of \( F \). It is easy to see that \( \text{card}(K) \leq \delta = p^l \) since the number of zeros of a polynomial can not exceed the degree. In order to prove the other inequality let \( y \) be one of the generators of \( F^* \), i.e. \( q - 1 \) is the smallest positive integer such that \( y^{q-1} = 1 \).

If \( z = y^{\frac{p^m - 1}{p^l - 1}} \) we have that \( o(z) = p^l - 1 = \delta - 1 \). So the elements 0, 1, \( z, z^2, \ldots, z^{\delta-2} \) are all pairwise distinct and they are all in \( K \) because

\[ (z^s)^\delta = (z^\delta)^s = (z^{\delta-1}z)^s = z^s. \]

So we can also say that \( \text{card}(G) \geq \delta = p^l \) which proves the Theorem.

\[ \square \]

### 2.3 The Minimal Polynomial

**Definition 3.** Let \( F_{q'} \) be an extension field of \( F_q \) (meaning that \( F_q \) is a subfield of \( F_{q'} \)) and let \( \alpha \in F_{q'} \). A nonzero monic polynomial \( M_\alpha(x) \in F_q[x] \) is called the minimal polynomial of \( \alpha \) if and only if \( M_\alpha(x) \) is the least degree polynomial in \( F_q[x] \) such that \( \alpha \) is a zero.

**Observation 2.** From the above theorem we can show that \( q' = q^t \), for some positive integer \( t \).

**Theorem 5.** With the same notation as Definition 3 we have

1. The minimal polynomial always exists and it is unique.
2. The minimal polynomial is irreducible in \( F_q[x] \).
3. If \( s(x) \in F_q[x] \) with \( s(\alpha) = 0 \) then \( M_\alpha(x) \mid s(x) \).
Proof.  1. Proof of existence: From Lagrange’s Theorem for groups we can easily see 
\( m(a) = 0 \), where \( m(x) = x^{q'} - x \in F_q[x] \). Since \( F_q \) is finite, the number of monic polynomials in \( F_q[x] \) with degree less than or equal to \( q' \) is finite, so we can always select the monic smallest degree polynomial such that \( a \) is a zero.

Proof of uniqueness: Assume by contradiction that \( a \) has 2 non-identical minimal polynomials \( M_1(x) \) and \( M_2(x) \) with same degree \( d \). Let \( M(x) = M_1(x) - M_2(x) \in F_q[x] \). Since \( M_1(x) \) and \( M_2(x) \) are both monic with the same degree \( d \), it follows that \( \deg M(x) < d \). Hence \( M(x) \) can not be a minimal polynomial for \( a \). However \( M(a) = M_1(a) - M_2(a) = 0 - 0 = 0 \) which implies that \( M(x) \) is equivalent to the zero polynomial. That is a contradiction since \( M_1(x) \) and \( M_2(x) \) are non-identical.

2. Assume \( M_a(x) = f(x)g(x) \) is reducible in \( F_q[x] \). Since \( M_a(a) = 0 \) then either \( f(a) = 0 \) or \( g(a) = 0 \) which contradicts the minimality.

3. For the last one let \( s(x) = q(x)M_a(x) + r(x) \) in \( F_q[x] \) with \( \deg(r(x)) < \deg(M_a(x)) \).

Since \( s(a) = M_a(a) = 0 \) we have \( r(a) = 0 \) which contradicts the minimality of \( M_a(x) \) unless \( r(x) = 0 \). So \( M_a(x) | s(x) \).

We do have an algorithm on how to find the minimal polynomial. First let us denote with \( \omega \), one of the generators of \( F_q^* \), where \( q' = q^t \) for some positive integer \( t \). Let \( s \) be a positive integer such that \( a = \omega^s \). With this notation we have

\[
M_a(x) = (x - a)(x - a^q)(x - a^{2q})(x - a^{3q})...(x - a^{(k-1)q})
\]

where \( k \) is the smallest positive integer such that \( sq^k \equiv s \mod(q^t-1) \). See ([4, Theorem 3.7.6, page 115]).
3 Cyclic Codes

In this chapter I will talk about Cyclic Codes, which is a very important class of Linear Codes. They are extremely useful in Coding Theory. Most of the work in this chapter is refereed to [4, chapter 4].

3.1 Definition of Linear and Cyclic Codes

Definition 4. Let \( F_q \) be a finite field with cardinality \( q = p^m \). A linear code of length \( n \) over \( F_q \) is a subspace of the vector space \( F_q^n \). Its elements are called codewords.

Definition 5. Generator Matrix of a linear code \( C \) is a matrix in which its rows are vectors of any given basis. The generator matrix is not unique.

Definition 6. The minimum distance of a linear code \( C \) is defined as

\[
\text{d}_{\text{min}}(C) = \min\{w(c), c \in C, c \neq 0\},
\]

where \( w(c) \) is called the weight of a codeword \( c \) and it is the number of nonzero entries in \( c \).

Any linear code \( C \) is characterized by 3 quantities. Its length \( n \), its dimension (as a linear subspace) \( k \) and its minimum distance \( d \). We say \( C \) is a \([n, k, d]\) linear code.

Definition 7. Let \( C \) be a \([n, k, d]\) linear code over some finite field. \( C \) is called a cyclic code if and only if \((c_0, c_1, ..., c_{n-1}) \in C \) implies \((c_{n-1}, c_0, c_1, ..., c_{n-2}) \in C\).

3.2 The Canonical Generator

Definition 8. For any positive integer \( n \) and any finite field \( F_q \) let \( R_n = F_q[x]/<x^n - 1> \) be the quotient ring modulo \( x^n - 1 \). We can define a map \( \pi : F_q^n \rightarrow R_n \) such that

\[
\pi((c_0, c_1, ..., c_{n-1})) = c_0 + c_1 x + ... + c_{n-1} x^{n-1}.
\]

It is obvious that \( \pi \) is an isomorphism of vector spaces, however \( \pi \) is important because \( R_n \) is also a ring.

Theorem 6. Let \( C \) be a \([n, k, d]\) cyclic code over some finite field \( F_q \). The subset \( \pi(C) = \{\pi(c), c \in C\} \subseteq R_n \) is an ideal of \( R_n \).

Proof. Since \( C \) is a subspace of \( F_q^n \), \( \pi(C) \) is a subspace of \( R_n \), so it is enough to prove that \( f(x) \ast \pi(c) \in \pi(C) \) for any \( f(x) \in R_n \) and \( c \in C \). With \( \ast \) we denoted the usual multiplication in \( R_n \).
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Case 1
\[ f(x) = x \] If \( c = (c_0, c_1, ..., c_{n-1}) \) then
\[ x \ast \pi(c) = x \ast (c_0 + c_1 x + ... + c_{n-1} x^{n-1}) = (c_0 x + c_1 x^2 + ... + c_{n-2} x^{n-2} + c_{n-1} x^n) \pmod{x^n-1} = c_{n-1} + c_0 x + ... + c_{n-2} x^{n-1} = \pi(c_{n-1}, c_0, c_1, ..., c_{n-2}) \in \pi(C) \]
since \( C \) is a cyclic code.

Case 2
\[ f(x) = x^s \] for some positive integer \( s \). The proof in this case can be done very easily by using the method of mathematical induction on \( s \).

Case 3
If \( f(x) = f_0 + f_1 x + ... + f_s x^s \) then
\[ f(x) \ast \pi(c) = f_0(\pi(c)) + f_1(x \ast \pi(c)) + ... + f_s(x^s \ast \pi(c)). \]
From the previous cases and the fact that \( \pi(C) \) is a subspace of \( R_n \) we can conclude that \( f(x) \ast \pi(c) \in \pi(C) \).

Note that since \( \pi \) is an isomorphism we can identify \( C \) and \( \pi(C) \).

It is well known that \( R_n \) is a principal ideal domain, which means that any ideal of \( R_n \) can be generated by only one polynomial.

In other words, for any cyclic code \( C \) over some \( F_q \), there exists a polynomial \( g_0(x) \in C \), such that \( C = \langle g_0(x) \rangle \), where
\[ \langle g_0(x) \rangle = \{ f(x) * g_0(x) | f(x) \in R_n \}. \]

The above \( g_0(x) \) is called a generator of \( C \), but it may not be the only generator. In the next theorem we will try to find the generator that best describes the cyclic code. We will call that the canonical generator and will denote it with \( g(x) \).

Theorem 7. If \( C \) be a cyclic code of length \( n \) over some \( F_q \) then:

1. There exists a unique \( g = g(x) \in C \), such that \( g(x) \) is monic and \( \deg(g(x)) \leq \deg(c(x)) \) for any non-zero \( c = c(x) \in C \).

2. \( C = \langle g(x) \rangle \).

This \( g(x) \) is called the canonical generator.

Proof. 1. The existence of \( g(x) \) is obvious because we are working with finite sets. In case \( g(x) \) is not monic, we can multiply \( g(x) \) by the inverse of the leading coefficient and this new polynomial it is monic and will still be in \( C \), because \( C \) is linear.

For the uniqueness part, we can use the same trick we used before. Assume we have 2 such non-identical polynomials \( g_1(x) \) and \( g_2(x) \) with above properties. So they are both monic and \( \deg(g_1(x)) = \deg(g_2(x)) = d \). If \( g(x) = g_1(x) - g_2(x) \) then we can easily see that \( \deg(g(x)) < d \). From the linearity of \( C \), \( g(x) \in C \). Also since \( g_1(x), g_2(x) \) have minimal degree in \( C \), it follows that \( g(x) \) is identically the 0 polynomial. In that case we would have \( g_1(x) \equiv g_2(x) \), which is a contradiction.
2. Since \( C \) is an ideal it is obvious that \(< g(x) > \subseteq C \).

In order to prove the other inclusion let \( f(x) \in C \). We can write \( f(x) = q(x)g(x) + r(x) \) where \( \deg(r(x)) < \deg(g(x)) \). Since \( \deg(r(x)) < n \) and \( \deg(f(x)) < n \) we have \( \deg(q(x)g(x)) = \deg(f(x) - r(x)) < n \), so \( g(x)q(x) = g(x) \ast r(x) \). It follows that \( r(x) = f(x) - g(x) \ast q(x) \in C \). Since \( g(x) \) is the non-zero smallest degree polynomial in \( C \) we have \( r(x) = 0 \), therefore \( f(x) = g(x) \ast q(x) \in < g(x) > \). \( \square \)

Next we will use the canonical generator in order to find a basis and the dimension of a cyclic code.

**Lemma 3.** The canonical generator \( g(x) \) of the previous theorem divides \( x^n - 1 \).

**Proof.** Write \( x^n - 1 = g(x)h(x) + r(x) \) with \( \deg(r(x)) < \deg(g(x)) \). \( r(x) \) does not belong in \( C \) unless it is the zero polynomial.

But \( r(x) = -g(x)h(x) + (x^n - 1) = g(x) \ast (-h(x)) \in C \). So \( r(x) = 0 \) and that concludes the proof. \( \square \)

**Definition 9.** Let \( g(x) \) be a canonical generator of some cyclic code \( C \) with length \( n \). The polynomial \( h(x) = \frac{x^n - 1}{g(x)} \) is called the check polynomial.

**Lemma 4.** Let \( C \) be a cyclic code of length \( n \). Let \( g(x) \) and \( h(x) \) be respectively the canonical generator and check polynomial. Then

\[
C = \{ g(x)f(x), \deg(f(x)) < \deg(h(x)) \}.
\]

**Proof.** It is enough to show \( C \subseteq \{ g(x)f(x), \deg(f(x)) < \deg(h(x)) \} \).

Let \( p(x) = g(x) \ast l(x) \in C \) for some \( l(x) \in \mathbb{R}_n \). Now let \( l(x) = q(x)h(x) + r(x) \) where \( \deg(r(x)) < \deg(h(x)) \). So

\[
p(x) = g(x) \ast (q(x)h(x) + r(x)) = g(x) \ast q(x) \ast h(x) + g(x) \ast r(x) = (x^n - 1) \ast q(x) + g(x) \ast r(x)
= 0 + g(x) \ast r(x) = g(x) r(x).
\]

This finishes the proof since \( \deg(r(x)) < \deg(h(x)) \). \( \square \)

**Lemma 5.** Let \( C \) be a cyclic code with length \( n \), and let \( g(x) \) and \( h(x) \) be as above. Then \( \dim(C) = k \) where \( k = \deg(h(x)) \) and a basis for \( C \) will be the set

\[
\Delta = \{ g(x), x \ast g(x), x^2 \ast g(x), ..., x^{k-1} \ast g(x) \}.
\]

**Observation 3.** We can show that \( x \ast g(x) = xg(x), x^2 \ast g(x) = x^2g(x), ..., x^{k-1} \ast g(x) = x^{k-1}g(x) \) that is why \( \text{card}(\Delta) = k \).
Proof. The above lemma tells us that $\Delta$ spans $C$. So it is enough to prove that $\Delta$ is linearly independent.

Let $f_0 g(x) + f_1 x * g(x) + ... + f_{k-1} x^{k-1} * g(x) = 0$. The last equation can be written in the form $f(x) * g(x) = 0$, where $f(x) = f_0 + f_1 x + ... + f_{k-1} x^{k-1}$. So $(x^n - 1)|f(x)g(x)$.

Unless $f(x) = 0$, we have

$$n = \deg(x^n - 1) \leq \deg(f(x)g(x)) = \deg(f(x)) + \deg(g(x)) < \deg(h(x)) + \deg(g(x)) = \deg(h(x)g(x)) = \deg(x^n - 1) = n$$

This contradiction tells us that $f(x) = 0$ i.e. $f_0 = f_1 = ... = f_{k-1} = 0$. So $\Delta$ is linearly independent. $\square$

The next theorem will describes all the generators of a cyclic code.

**Theorem 8.** Let $g(x)$ be the canonical generator of a $[n, k, d]$ cyclic code $C$, with check polynomial $h(x)$. Another polynomial $t(x) \in C$ is a generator for $C$ if and only if $t(x) = g(x) \cdot p(x)$ for some polynomial $p(x)$ with $\gcd(p(x), h(x)) = 1$ and $\deg(p(x)) < \deg(h(x))$.

Proof. **Necessary condition**

Since $C =\langle t(x) \rangle = \langle g(x) \rangle$ and $g(x)$ is the canonical generator of $C$ we have $t(x) = g(x) \cdot p(x) = g(x)p(x)$ where $p(x)$ can be chosen such that $\deg(p(x)) < \deg(h(x))$. Now let us prove that $\gcd(p(x), h(x)) = 1$.

$t(x) = g(x) \cdot p(x)$ but also $g(x) = t(x) \cdot u(x)$ for some polynomial $u(x)$. So $g(x) = g(x) \cdot p(x) \cdot u(x)$. i.e.

$$g(x) = g(x)p(x)u(x) + s(x)(x^n - 1) = g(x)p(x)u(x) + s(x)h(x)g(x)$$

Since $F_q[x]$ has no zero-divisors, we can cancel $g(x)$ on both sides, so

$$1 = p(x)u(x) + s(x)h(x),$$

which implies that $\gcd(h(x), p(x)) = 1$.

**Sufficient condition**

Say $t(x) = g(x) \cdot p(x)$ with $\gcd(p(x), h(x)) = 1$. Because we also have that $\deg(p(x)) < \deg(h(x))$ we can write $t(x) = g(x) \cdot p(x)$. Let us show now that $C =\langle t(x) \rangle$.

First let us take $f(x) \in C =\langle t(x) \rangle$ so $f(x) = t(x) \cdot v(x) = g(x) \cdot p(x) \cdot v(x) \in C$.

Now let us prove the other inclusion by taking $f(x) \in C =\langle g(x) \rangle$, $f(x) = f_0(x) \cdot g(x)$, for some $f_0(x)$.

Since $\gcd(p(x), h(x)) = 1$ we can find polynomials $p_0(x), h_0(x)$ such that $p(x)p_0(x) + h(x)h_0(x) = 1$. Multiplying both sides by $g(x)$, we have

$$g(x) = p(x)p_0(x)g(x) + h_0(x)h(x)g(x) = p(x)g(x)p_0(x) + h_0(x)(x^n - 1).$$

So $g(x) = p(x) \cdot g(x) \cdot p_0(x) = [p(x) \cdot g(x)] \cdot p_0(x) = t(x) \cdot p_0(x)$.

Finally $f(x) = f_0(x) \cdot g(x) = f_0(x) \cdot p_0(x) \cdot t(x) \in C$.

$\square$
Lemma 6. Let \( g(x) \) be a monic polynomial with coefficients in \( \mathbb{F}_q \) such that \( g(x)|(x^n - 1) \). Define \( C \) to be the linear code generated by \( g(x) \). \( C \) is cyclic and its canonical generator is \( g(x) \).

Proof. It is very easy to check that \( C \) is a cyclic code. Now we need to show that \( g(x) \) has the least degree in \( C \).

Assume that \( g_0(x) \) is the canonical generator of \( C \). Since both \( g(x) \) and \( g_0(x) \) are generators for the same code \( C \) we have \( g_0(x) = f(x) \cdot g(x) \), for some \( f(x) \in \mathbb{F}_n \). Also if \( h(x) = \frac{x^n - 1}{g(x)} \) then \( g_0(x) \cdot h(x) = g(x) \cdot f(x) \cdot h(x) = 0 \).

So \( g_0(x)h(x) = s(x)(x^n - 1) = h(x)g(x)s(x) \) i.e. \( g_0(x) = g(x)s(x) \), hence \( g(x)\mid g_0(x) \).

In an identical way we can prove that \( g_0(x) \mid g(x) \). Because \( g(x), g_0(x) \) are both monic we have \( g(x) = g_0(x) \) which is exactly what we need to show.

\[ \square \]

### 3.3 Factorizing \( x^n - 1 \)

From before, in order to find cyclic codes, we need to find divisors of \( x^n - 1 \) over some \( \mathbb{F}_q[x] \). The following theorem will show us how to factorize \( x^n - 1 \) into irreducible factors.

Theorem 9. Let \( \mathbb{F}_q \) be a finite field and \( n \) a positive integer with \( \gcd(q, n) = 1 \). \( x^n - 1 \) can be factorized into linear factors over some extension field \( \mathbb{F}_q^{t} \) of \( \mathbb{F}_q \).

Proof. Since \( \gcd(q, n) = 1 \) we can say that \( q \mod(n) \) has a multiplicative inverse in ring \( \mathbb{Z}_n \), thus \( q \mod(n) \) is an element of the group \( \mathbb{Z}_n^* \). Here \( \mathbb{Z}_n^* \) is the subset of \( \mathbb{Z}_n \) containing only those elements which admit multiplicative inverse.

Since \( \mathbb{Z}_n^* \) is finite, there exists a positive integer \( t \) such that \( q^t \equiv 1 \mod(n) \). For example \( t = \text{card}(\mathbb{Z}_n^*) \) will work. With no loss of generality we can assume \( t \) to be the smallest positive integer with the above property. The notation for \( t \) is \( t = \text{ord}_n q \).

Now let us look at the field \( \mathbb{F}_q^{t} \). Recall that \( (\mathbb{F}_q^{t}, \cdot) \) is a cyclic multiplicative group, hence there exists \( g_0 \) a generator of \( (\mathbb{F}_q^{t}, \cdot) \). Let us define \( g = g_0^{\frac{q^t - 1}{n}} \). It is easy to check that \( g^n = 1 \). Furthermore \( n \) is the smallest positive integer such that \( g^n = 1 \) otherwise \( g_0 \) would not be a generator. In this case we say the order of \( g \) under the multiplicative group \( (\mathbb{F}_q^{t}, \cdot) \) is equal to \( n \).

Let analyze the set \( \Lambda = \{g^i, 0 \leq i \leq n - 1\} \). Because the order of \( g \) under the above multiplicative group is \( n \), all the elements in \( \Lambda \) are pairwise distinct and \( (g^i)^n = (g^n)^i = 1^n = 1 \) for any \( i, 0 \leq i \leq n - 1 \). This tells us that the polynomial \( x^n - 1 \) has \( n \) distinct roots, which are \( g^0 = 1, g, g^2, \ldots, g^{n-1} \). So

\[
(x^n - 1) = (x - 1)(x - g)(x - g^2)\cdots(x - g^{n-1}).
\]

\[ \square \]
Since $x - 1$ is irreducible in $F_q$, in order to factorize $x^n - 1$ as a product of irreducible polynomials in $F_q[x]$ first let us analyze the minimal polynomial of $g$, denoted by $M_g(x)$.

From the properties of the minimal polynomials we know that $M_g(x)$ is irreducible in $F_q[x]$ and $M_g(x)|x^n - 1$. So $M_g(x)$ contains some of the terms of the above $x^n - 1$. Next we will find the minimal polynomial of $g^s$, where $s$ is the first index such that $(x - g^s)$ is not in $M_g(x)$. We will keep doing that until all the terms of $x^n - 1$ are taken.
4 Euclidean and Hermitian Dual of Linear Codes

It is well known that for any subspace $M$ of some Real/Complex vector space $W$ we can define the so called Euclidean Dual Space/Hermitian Dual Space. It is seen that if we apply the same ideas on linear codes we can obtain other, very interesting linear codes. Most of the work in this Chapter is refereed to [4, chapter 1.3].

4.1 Euclidean Dual of Linear Codes

Definition 10. Let $F_q$ be a finite field and let $u = (u_0, u_1, ..., u_{n-1})$ and $v = (v_0, v_1, ..., v_{n-1})$ be two elements of $F_q^n$. The inner product of those two vectors is the scalar in $F_q$ denoted by $<u, v>$ and defined as

$$<u, v> = u_0v_0 + u_1v_1 + ... + u_{n-1}v_{n-1}.$$ 

There is only one property that the inner product satisfies over the field of real numbers, but not over finite fields. We may find a non-zero codeword $u \in F_q^n$ such that $<u, u> = 0$. For example, in $F_q^q$ take $u = (1, 1, 1, ..., 1)$.

Definition 11. If $C$ is a linear code of length $n$ over $F_q$ we can define

$$C^\perp = \{x \in F_q^n, \text{ such that } <x, c> = 0, \text{ for any } c \in C\}.$$ 

$C^\perp$ is called the Euclidean dual or simply the dual of the linear code $C$.

Over finite fields, because the failed property of the inner product, the intersection of $C$ and $C^\perp$ is not necessarily $\{0\}$, however the other properties are satisfied.

Proposition 1. If $C$ is a linear of length $n$ over $F_q$ then:

1. $C^\perp$ is a linear code of length $n$ over $F_q$.
2. $\dim(C^\perp) = n - \dim(C)$.
3. $(C^\perp)^\perp = C$.
4. If $C_1$ and $C_2$ are linear codes such that $C_1 \subseteq C_2$ then $C_2^\perp \subseteq C_1^\perp$.

Proof. Properties 1,3 and 4 are straight forward from the definition. For property 2, let $k = \dim(C)$ and let $B = \{b_1, ..., b_k\}$ be a basis for $C$. We know that $x \in C^\perp$ if and only if $<x, b_i> = 0$ for any $i = 1, 2, ..., k$. If we consider $x$ to be a variable, the equations $<x, b_i> = 0$ will give us an homogeneous linear system. The rank of the coefficients matrix of the above linear system is $k$ (since $B$ is a basis) and $C^\perp$ is the solution space the same linear system. Hence $\dim(C^\perp) = n - k$. 

\qed
Next we will recall a result that says the dual of a cyclic code is still a cyclic code.

**Notation 1.** For any codeword \( f = (f_0, f_1, ..., f_{n-1}) \) in \( F_q^n \), let

\[
\begin{align*}
  f^{[1]} &= (f_{n-1}, f_0, f_1, ..., f_{n-2}), \\
  f^{[2]} &= (f^{[1]})^{[1]} = (f_{n-2}, f_{n-1}, f_0, ..., f_{n-3}), \\
  f^{[3]} &= (f^{[2]})^{[1]} = (f_{n-3}, f_{n-2}, f_{n-1}, ..., f_{n-4}), \\
  &\quad \cdots \\
  f^{[n]} &= (f^{[n-1]})^{[1]} \text{ for any positive integer } n.
\end{align*}
\]

**Proposition 2.** The following statements are true:

1. Let \( C \) be a linear code of length \( n \) over \( F_q \). \( C \) is a cyclic code if and only if \( f \in C \) implies \( f^{[1]} \in C \).

2. Let \( C \) be a cyclic code of length \( n \) over \( F_q \). If \( f \in C \), then \( f^{[m]} \in C \) for any positive integer \( m \).

3. If \( f \) is an element in \( F_q^n \), then \( f^{[n]} = f \). Also for any two positive integers \( s, t \) we have \( f^{[p+s]} = (f^{[p]})^{[s]} \).

4. If \( f \) and \( g \) are two elements in \( F_q^n \), then \( < f, g > = < f^{[1]}, g^{[1]} > \). Furthermore for any positive integer \( m \) we have \( < f, g > = < f^{[m]}, g^{[m]} > \).

5. Let \( \pi \) be the vector space isomorphism of Definition 8 from \( F_q^n \) to \( R_n \) and let \( * \) be the multiplication in \( R_n \). For any \( c \in F_q^n \) let us define \( \pi(c) = c(x) \). If \( d, t \in F_q^n \) and \( j \) is a positive integer, then

\[
t(x) = x^j * d(x) \text{ if and only if } t = d^{[j]}.
\]

**Proof.** Properties 1 through 4 are obvious. Property 5 is proved first for \( j = 1 \), using the same technique as in Case 1 of Theorem 6. After that we can use the method of mathematical induction. \( \square \)

**Theorem 10.** Let \( C \) be a cyclic code of length \( n \) over some finite field \( F_q \). Then \( C^\perp \) is also a cyclic code of length \( n \) over the same \( F_q \).

**Proof.** It is enough to show that \( f \in C^\perp \) implies \( f^{[1]} \in C^\perp \). In other words we have to show that, for any \( c \in C, < f^{[1]}, c > = 0 \)

From the property 2 of Proposition 2 we can say that \( c^{[n-1]} \in C \). Since \( f \in C^\perp \) we have \( < f, c^{[n-1]} > = 0 \). From property 4 of Proposition 2 we have \( < f^{[1]}, (c^{[n-1]})^{[1]} > = 0 \). Finally if we apply both conclusions of property 3 of Proposition 2 we have \( < f^{[1]}, c > = 0 \). \( \square \)
4.2 Hermitian Dual of Linear Codes

Definition 12. Let $F_{q^2}$ be a finite field with cardinality $q^2$ where $q$ is a prime power. Also let $\alpha \in F_{q^2}$. The element $\alpha^q$ is called the conjugate of $\alpha$.

This conjugate satisfies all the properties of the conjugate in the field of complex numbers.

1. $(a + b)^q = a^q + b^q$. This is true from Lemma 2.
2. $((-\alpha)^q = -\alpha^q$. Also true from Lemma 2.
3. $(ab)^q = a^q b^q$ and $(a/b)^q = a^q/b^q$
4. If $\alpha \in F_q$, where $F_q$ is the subfield of $F_{q^2}$ of cardinality $q$, then $\alpha^q = \alpha$. This is true from Lagrange’s theorem for groups.

With the above information we can now define the Hermitian dual code of a linear code.

Definition 13. Let $F_{q^2}$ be a finite field as above and let $u = (u_0, u_1, ..., u_{n−1})$ and $v = (v_0, v_1, ..., v_{n−1})$ be two elements of $F_{q^2}^n$. The Hermitian inner product is the scalar in $F_{q^2}$ denoted by $<u, v>_H$ and defined as

$$<u, v>_H = u_0^q v_0 + u_1^q v_1 + ... + u_{n−1}^q v_{n−1}.$$ 

Definition 14. If $C$ is a linear code of length $n$ over $F_{q^2}$ then we can define

$$C^\perp_H = \{x \in F_{q^2}^n, \text{ such that } <x, c>_H = 0, \text{ for any } c \in C\}.$$ 

This $C^\perp_H$ is called the Hermitian Dual of the linear code $C$.

The properties we had for the Euclidean dual work fine for the Hermitian dual too. So if $C$ is a linear code of length $n$ over some $F_{q^2}$ then

1. $C^\perp_H$ is a linear code of length $n$ over $F_{q^2}^n$.
2. $\dim(C^\perp_H) = n − \dim(C)$.
3. $(C^\perp_H)^\perp_H = C$.
4. If $C_1, C_2$ are linear codes such that $C_1 \subseteq C_2$ then $C_2^\perp_H \subseteq C_1^\perp_H$.

The following theorem is also true.

Theorem 11. Let $C$ be a cyclic code of length $n$ over some finite field $F_{q^2}$. Then $C^\perp_H$ is also a cyclic code of length $n$ over the same $F_{q^2}$.

Proof. Since property 4 of Proposition 2 is also true for the Hermitian inner product, the proof of this theorem can be done in the same way as in the Euclidean case.
5 Matrix Product Codes

One way of constructing linear codes is by combining existing codes. In 2001, Blackmore and Norton [13] introduced the interesting and useful construction of matrix-product codes over finite fields. Some previously well-known constructions such as the Plotkin’s construction and the Reed-Muller ternary construction are special cases of such construction.

5.1 Definition and Dimension of Matrix Product Codes

Definition 15. Let $C_1, C_2, ..., C_n$ be linear codes of length $m$ over some $F_q$ and $A$ be an $n \times n$ matrix. Let us denote by $C$ the set of all elements of the type $(c_1, c_2, ..., c_n)A$, where for $i = 1, 2, ..., n$, $c_i \in C_i$ and it is taken as a column. It is obvious that the elements of $C$ are $m \times n$ matrices, but we can see them as rows by reading them in column-major order.

Column major-order means that if $d_1, d_2, ..., d_n$ are the columns in order of some matrix $D$, then $D$ can be identified with the row matrix $d = (d_1^T d_2^T ... d_n^T)$.

With this agreement $C$ is a linear code of length $mn$ over $F_q$ and it called the Matrix Product Code. The notation we are using for $C$ is $(C_1, C_2, ..., C_n)A$.

The idea of matrix product code comes from some well-known examples.

Example 1. Plotkin’s construction. Let $C_1, C_2$ be respectively $(n, k_1, d_1)$ and $(n, k_2, d_2)$ linear codes. Plotkin’s construction is the linear code $C = \{(c_1, c_1 + c_2), c_1 \in C_1, c_2 \in C_2\}$. It is known that $C$ is a $(2n, k_1 + k_2, \min\{2d_1, d_2\})$ linear code. It turns out that $C = (C_1, C_2) \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$.

Example 2. Reed-Muller ternary construction. Let $C_1, C_2, C_3$ be respectively $(n, k_1, d_1)$, $(n, k_2, d_2)$ and $(n, k_3, d_3)$ linear codes. Reed-Muller ternary construction is the code $C = \{(c_1 + c_2 + c_3, 2c_1 + c_2, c_1), c_1 \in C_1, c_2 \in C_2, c_3 \in C_3\}$. It is known that $C$ is a $(3n, k_1 + k_2 + k_3, \min\{3d_1, 2d_2, d_3\})$ linear code. It turns out that $C = (C_1, C_2, C_3) \begin{pmatrix} 1 & 2 & 1 \\ 1 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}$.

The first theorem is about the dimension of matrix product code.

Theorem 12. Let $C_1, ..., C_n$, be linear codes of length $m$ with $\dim(C_i) = k_i$. Also let $C = (C_1, ..., C_n)A$, where $A$ is an $n \times n$ matrix. With this notation we have that $\dim(C) \leq k_1 + k_2 + ... + k_n$. Furthermore if $A$ is non-singular we have that $\dim(C) = k_1 + k_2 + ... + k_n$.

Proof. Let us define the linear transformation $\sigma : C_1 \times C_2 \times ... \times C_n \to C$ with $\sigma(c_1, c_2, ..., c_n) = (c_1, c_2, ..., c_n)A$.

It is easy to see that $\sigma$ is onto, therefore from the rank nullity theorem we have $\dim(C) \leq \dim(C_1 \times C_2 \times ... \times C_n) = k_1 + k_2 + ... + k_n$. It is obvious that if $A$ is non-singular then $\sigma$ is also one to one, hence the above inequality holds as equality. \qed
5.2 Non-Singular by Column Matrices

Next we will prove a theorem for the minimum distance of matrix product code, but it requires the matrix $A$ to be as in definition below.

**Definition 16.** A square $n \times n$ matrix $M$ is said to be *Non-Singular by Columns (NSC)* if and only if, for any $t = 1, 2, ..., n$ the minor obtained from "intersecting" the first $t$ rows with any $t$ columns has a non-zero determinant.

**Theorem 13.** Let $C_1, ..., C_n$, be linear codes of length $m$ with $d_{\text{min}}(C_i) = d_i$. Also let $C = (C_1, ..., C_n)A$ where $A$ is an $n \times n$ NSC matrix. If $d = d_{\text{min}}(C)$ then

$$d \geq d^* = \min\{nd_1, (n-1)d_2, ..., 2d_{n-1}, d_n\}.$$  

**Proof.** We need to show that for any $c \in C$, $c \neq 0$ the number of non-zero entries in $c$ (called the weight $t(c)$) is bigger than or equal to $d^*$. Since $c \in C$ there exist $c_i \in C_i$, such that $c = (c_1, c_2, ..., c_n)A$. Remember that those $c_i$'s are taken in column therefore we can denote them as follows.

$$c_1 = (c_{11}, c_{21}, c_{31}, ..., c_{m1})^T,$$
$$c_2 = (c_{12}, c_{22}, c_{32}, ..., c_{m2})^T,$$
$$...$$
$$c_n = (c_{1n}, c_{2n}, c_{3n}, ..., c_{mn})^T.$$ 

With this notation we can see $(c_1, c_2, ..., c_n)$ as an $m \times n$ matrix with $c_{ij}$ the $(i, j)$-th entry. If we define the $(i, j)$-th entry of $A$ with $a_{ij}$ and the $(i, j)$-th entry of $C$ with $d_{ij}$ we have

$$d_{ij} = c_{i1}a_{1j} + c_{i2}a_{2j} + ... + c_{in}a_{nj}.$$ 

Here we are considering the elements of $C$ as $m \times n$ matrices.

We need to show now that $d_{ij} \neq 0$ for more then $d^*$ values of $i = 1, 2, ..., m$ and $j = 1, 2, ..., n$.

Since $c \neq 0$ we can define $t = \max\{h \in \{1, 2, ..., n\}, c_h \neq 0\}$. With this notation it is easy to check that $d_{ij} = c_{it}a_{1j} + c_{i2}a_{2j} + ... + c_{it}a_{tj}$.

**Claim:** If for some $i = 1, 2, ..., n$, $c_{it} \neq 0$ then $d_{ij} \neq 0$ for at least $n - t + 1$ values of $j = 1, 2, ..., n$.

Let us finish the proof of the theorem assuming the claim is true. Since $d_{\text{min}}(C_t) = d_t$ we have that $c_{it} \neq 0$ for at least $d_t$ values of $i = 1, 2, ..., n$. Therefore $d_{ij} \neq 0$ for at least $d_t$ values of $i = 1, 2, ..., n$ and $n - t + 1$ values of $j = 1, 2, ..., n$. Hence weight($c$) $\geq (n - t + 1)d_t$ $\geq d^*$. Let now prove the claim.

**Prove of the Claim:** Fix $i$, such that $c_{it} \neq 0$ and assume by contradiction that there exist $n - (n - t + 1) + 1 = t$ values of $j = 1, 2, ..., n$ such that $d_{ij} = 0$. If we call them $j_1, j_2, ..., j_t$ we have the following homogeneous linear system
\[
d_{ij_1} = c_{i1}a_{1j_1} + c_{i2}a_{2j_1} + \ldots + c_{it}a_{tj_1} = 0
\]
\[
d_{ij_2} = c_{i1}a_{1j_2} + c_{i2}a_{2j_2} + \ldots + c_{it}a_{tj_2} = 0
\]
\[
\vdots
\]
\[
d_{ij_t} = c_{i1}a_{1j_t} + c_{i2}a_{2j_t} + \ldots + c_{it}a_{tj_t} = 0
\]
with variables \(c_{i1}, c_{i2}, \ldots, c_{it}\). The coefficient matrix of this linear system is
\[
\begin{pmatrix}
a_{1j_1} & a_{1j_2} & \ldots & a_{1j_t} \\
a_{2j_1} & a_{2j_2} & \ldots & a_{2j_t} \\
\vdots & \vdots & \ddots & \vdots \\
a_{tj_1} & a_{tj_2} & \ldots & a_{tj_t}
\end{pmatrix}
\]
Since \(A\) is NSC the above matrix has a non-zero determinant; hence from Kramer’s rule the trivial solution is the only solution. This contradicts the fact that \(c_{it} \neq 0\). \(\square\)

### 5.3 The Dual of Matrix Product Codes

The next theorem will give us a formula for the dual of the matrix product code.

**Theorem 14.** Let \(C = (C_1, C_2, \ldots, C_n)A\) as above, and let us assume that \(A\) is a non-singular \(n \times n\) matrix. The dual of \(C\) is given by the formula
\[
C^\perp = (C_1^\perp, C_2^\perp, \ldots, C_n^\perp)(A^{-1})^T.
\]

**Observation 4.** In this proof I will assume that the elements of \(C, C^\perp\) are \(m \times n\) matrices and for any 2 matrices \(P, Q\) with the same size, say \(t \times s\) we can define the dot product \(<P, Q>\) in the same way as codewords. So
\[
<P, Q> = \sum_{i,j=1}^{t,s} p_{ij}q_{ij}, \tag{1}
\]
where \(p_{ij}\) and \(q_{ij}\) are respectively the \((i, j)\) th entry of matrices \(P\) and \(Q\).

**Proof.** Let \(W = (C_1^\perp, C_2^\perp, \ldots, C_n^\perp)(A^{-1})^T\). In order to prove that \(W = C^\perp\) we need to show two things.

1. \(\dim(C^\perp) = \dim(W)\).

2. For any \(c \in C\) and \(w \in W\), \(<c, w> = 0\).

Let start with the first one.

1. \(\dim(C^\perp) = mn - \dim(C) = mn - \dim(C_1) - \dim(C_2) - \ldots - \dim(C_n) = (m - \dim(C_1)) + (m - \dim(C_2)) + \ldots + (m - \dim(C_n)) = \dim(C_1^\perp) + \dim(C_2^\perp) + \ldots + \dim(C_n^\perp) = \dim(W)\).
2. Let \( c = (c_1, c_2, ..., c_n)A \in C \), for some \( c_i \in C_i \). Also let \( w = (w_1, w_2, ..., w_n)B \in W \), for some \( w_i \in C_i^\perp \) and \( B = (A^{-1})^T \).

Let \( R_1, R_2, ..., R_n \) be the rows of \( A \) in order, also let \( Q_1, Q_2, ..., Q_n \) be the rows of \( B \) in order (\( Q_1^T, Q_2^T, ..., Q_n^T \) are the columns of \( A^{-1} \) in order). It is easy to check that \( c = c_1R_1 + c_2R_2 + ... + c_nR_n \) and \( w = w_1Q_1 + w_2Q_2 + ... + w_nQ_n \). If we show that for any \( i, j = 1, 2, ..., n \), \( <c_iR_i, w_jQ_j> = 0 \) then \( <c, w> = 0 \).

**Case 1:** Let \( i \neq j \). If \( c_i = (\begin{array}{c} \alpha_1 \\ \alpha_2 \\ ... \\ \alpha_m \end{array}) \) and \( w_j = (\begin{array}{c} \beta_1 \\ \beta_2 \\ ... \\ \beta_m \end{array}) \) then \( c_iR_i = (\begin{array}{c} \alpha_1R_i \\ \alpha_2R_i \\ ... \\ \alpha_mR_i \end{array}) \) and \( w_jQ_j = (\begin{array}{c} \beta_1Q_j \\ \beta_2Q_j \\ ... \\ \beta_mQ_j \end{array}) \). Since \( <R_i, Q_j> = (AA^{-1})(i, j) = 0 \) it follows \( <c_iR_i, w_jQ_j> = 0 \).

**Case 2:** Let \( i = j \). In this case if \( R_i = (\alpha_1, \alpha_2, ..., \alpha_n) \) and \( Q_i = (\beta_1, \beta_2, ..., \beta_n) \) then \( c_iR_i = (\alpha_1c_i, \alpha_2c_i, ..., \alpha_nc_i) \) and \( w_iQ_i = (\beta_1w_i, \beta_2w_i, ..., \beta_nw_i) \). Since \( c_i \in C_i \) and \( w_i \in C_i^\perp \) we have \( <c_i, w_i> = 0 \), therefore \( <c_iR_i, w_iQ_i> = 0 \).

In the last theorem if we take \( A \) to be non-singular by columns, \( (A^{-1})^T \) may not be non-singular by columns. In order to fix that, for any positive integer \( n \) we can define the square \( n \times n \) matrix \( J_n = \begin{pmatrix} 0 & 0 & ... & 0 & 1 \\ 0 & 0 & ... & 1 & 0 \\ ... & ... & ... & ... & ... \\ 0 & 1 & ... & 0 & 0 \\ 1 & 0 & ... & 0 & 0 \end{pmatrix} \).

We can easily check that \( (C_1^\perp, C_2^\perp, ..., C_n^\perp) = (C_n^\perp, C_{n-1}^\perp, ..., C_1^\perp) \cdot J_n \), therefore the above theorem transforms to \( ((C_1, C_2, ..., C_n)A)\perp = (C_n^\perp, C_{n-1}^\perp, ..., C_1^\perp) \cdot J_n \cdot (A^{-1})^T \).

It turns out that the next theorem is true.

**Theorem 15.** If \( A \) is a given NSC square matrix, then \( J \cdot (A^{-1})^T \) is also NSC.

**Observation 5.** In the following we will drop the index \( n \) from \( J_n \) for simplicity. There will be no confusion since the index \( n \) will be understood from the given data. In the above theorem the size of \( J \) will have be the same as the size of \( A \).

Before we prove Theorem 15 we need to prove some Lemmas first.

**Lemma 7.** Let \( B = JA \) and \( C = AJ \), where \( J \) is the above \( n \times n \) matrix and \( A \) is a random \( n \times n \) matrix. If \( \alpha_{ij}, \beta_{ij} \) and \( \gamma_{ij} \) are respectively the \( (i, j) \)-th entry of \( A, B \) and \( C \), then for any \( i, j = 1, 2, ..., n \), \( \beta_{ij} = \alpha_{n-i+1,j} \) and \( \gamma_{ij} = \alpha_{i,n+1-j} \).
Observation 6. In other words, if \( R_1, R_2, \ldots, R_n \) are the rows of \( A \) in order and \( C_1, C_2, \ldots, C_n \) are the columns of \( A \) in order, then the rows of \( B \) in order would be \( R_n, R_{n-1}, \ldots, R_1 \) and the columns of \( C \) in order would be \( C_n, C_{n-1}, \ldots, C_1 \).

Proof. The proof is straightforward from the definition of matrix multiplication and the fact that the \((i, j)\) -th term of \( J \) is equals to 1 if \( i + j = n + 1 \) and 0 otherwise. \( \square \)

Lemma 8. Let \( A \) be a non-singular \( n \times n \) matrix and \( \pi \) a permutation of \( \{1, 2, 3, \ldots, n\} \). Also let \( C_1, \ldots, C_n \) be the columns of \( A \) in order and let \( R_1, R_2, \ldots, R_n \) be the rows of \( A^{-1} \) in order. Let us denote by \( B \) the \( n \times n \) matrix such that its columns in order would be \( C_{\pi(1)}, C_{\pi(2)}, \ldots, C_{\pi(n)} \) and \( B_0 \) the \( n \times n \) matrix such that its rows in order would be \( R_{\pi(1)}, R_{\pi(2)}, \ldots, R_{\pi(n)} \). From these conditions we can say that \( B_0 = B^{-1} \).

Proof. The proof will be done by evaluating \( B_0 \cdot B \) in blocks. The blocks for \( B_0 \) will be its rows and the blocks for \( B \) will be its columns.

\[
B_0 \cdot B = \begin{pmatrix}
R_{\pi(1)}
R_{\pi(2)}
\vdots
R_{\pi(n)}
\end{pmatrix}
\begin{pmatrix}
C_{\pi(1)} & C_{\pi(2)} & \cdots & C_{\pi(n)}
\end{pmatrix}
\]

Remember that \( C'_i \)s are the columns of \( A \) and \( R'_j \)s are the rows of \( A^{-1} \), therefore \( < R_{\pi(j)}, C_{\pi(i)} > \) is equals to 1 when \( i = j \) and 0 when \( i \neq j \). So \( B_0 \cdot B = I \). \( \square \)

Lemma 9. The idea of this lemma is taken from the Schur’s Complement of a block matrix. See [21, page 6, relations (17) (18) and (19)].

Let \( X = \begin{pmatrix}
P & Q \\
R & S
\end{pmatrix} \) be a non-singular matrix of size \((n+m) \times (n+m)\), where \( P, Q, R, S \) are matrices with sizes respectively \( n \times n, n \times m, m \times n, m \times m \).

Let \( X^{-1} = \begin{pmatrix}
P_0 & Q_0 \\
R_0 & S_0
\end{pmatrix} \) where the sizes of matrices \( P_0, Q_0, R_0, S_0 \) are respectively the same as of \( P, Q, R, S \). If \( P \) is non-singular then \( S_0 \) is also non-singular.

Observation 7. Note that if \( Y = \begin{pmatrix}
P' & Q' \\
R' & S'
\end{pmatrix} \) is a matrix of size \((n+m) \times (n+m)\), where \( P', Q', R', S' \) are matrices with same size as respectively \( P, Q, R, S \) then it possible to multiply \( XY \) in blocks and the sizes of the blocks of \( XY \) will be the same as the sizes of the blocks of \( X \).

Proof. Let us define \( L_1 = \begin{pmatrix}
I_n & P^{-1}Q \\
0 & I_m
\end{pmatrix} \), \( L_2 = \begin{pmatrix}
P & 0 \\
0 & -RP^{-1}Q + S
\end{pmatrix} \) and \( L_3 = \begin{pmatrix}
I_n & 0 \\
RP^{-1} & I_m
\end{pmatrix} \).

Note that matrices \( L_1, L_2, L_3 \) have the same size as \( X \) and also their blocks have identical sizes as the blocks of \( X \).
It is easy to check by definition that $L_1$, $L_3$ are non-singular and $L_1^{-1} = \begin{pmatrix} I_n & -P^{-1}Q \\ 0 & I_m \end{pmatrix}$.

$L_3^{-1} = \begin{pmatrix} I_n \\ -RP^{-1} \\ I_m \end{pmatrix}$. Now let us show that $X = L_3L_2L_1$.

$$L_3 \cdot L_2 \cdot L_1 = \begin{pmatrix} I_n \\ -RP^{-1} \\ I_m \end{pmatrix} \begin{pmatrix} P \\ 0 \\ -RP^{-1}Q + S \end{pmatrix} \begin{pmatrix} I_n \\ 0 \\ P^{-1}Q \end{pmatrix} = X$$

Since $X$, $L_1$, $L_3$ are non-singular then $L_2$ is non-singular. $L_2$ non-singular implies that $-RP^{-1}Q + S$ is also non-singular and $L_2^{-1} = \begin{pmatrix} P^{-1} \\ 0 \\ (-RP^{-1}Q + S)^{-1} \end{pmatrix}$.

From $X = L_3L_2L_1$ we have

$$X^{-1} = L_1^{-1}L_2^{-1}L_3^{-1} = \begin{pmatrix} I_n \\ 0 \\ -P^{-1} \end{pmatrix} \begin{pmatrix} P^{-1} \\ 0 \\ (-RP^{-1}Q + S)^{-1} \end{pmatrix} \begin{pmatrix} I_n \\ 0 \\ -RP^{-1} \end{pmatrix}$$

$$= \begin{pmatrix} P^{-1} + P^{-1}Q(-RP^{-1}Q + S)^{-1}RP^{-1} \\ (-RP^{-1}Q + S)^{-1}RP^{-1} \\ -RP^{-1}Q + S)^{-1} \end{pmatrix}$$

It follows $S_0 = (-RP^{-1}Q + S)^{-1}$, so $S_0$ is non-singular.

Now it is time to prove **Theorem 15**

**Proof.** $A$ is a given $n \times n$ non-singular by columns (NSC) matrix. We need to prove that $D = J(A^{-1})^T$ is also NSC.

The proof will be done using the definition, but first let us denote by $\alpha_{ij}$, $\beta_{ij}$, $\delta_{ij}$ respectively the $(i, j)$-th entry of $A$, $A^{-1}$ and $D$.

Let $t \in \{1, 2, ..., n\}$ be a random integer and let $j_1, j_2, ..., j_t$ be the indices in increasing order of $t$ random chosen columns of $D$. Also let $M$ be the minor obtain from “intersecting” the first $t$ rows of $D$ with columns $j_1, j_2, ..., j_t$. All we need to prove is $\det(M) \neq 0$.

From Lemma 7 we have

$$M = \begin{pmatrix} \delta_{1j_1} & \delta_{1j_2} & \cdots & \delta_{1j_t} \\ \delta_{2j_1} & \delta_{2j_2} & \cdots & \delta_{2j_t} \\ \cdots & \cdots & \cdots & \cdots \\ \delta_{tj_1} & \delta_{tj_2} & \cdots & \delta_{tj_t} \end{pmatrix} = \begin{pmatrix} \beta_{j_1,n} & \beta_{j_2,n} & \cdots & \beta_{j_t,n} \\ \beta_{j_1,n-1} & \beta_{j_2,n-1} & \cdots & \beta_{j_t,n-1} \\ \cdots & \cdots & \cdots & \cdots \\ \beta_{j_1,n-t+1} & \beta_{j_2,n-t+1} & \cdots & \beta_{j_t,n-t+1} \end{pmatrix}$$

Next we put $\{k_1, k_2, ..., k_{n-t}\} = \{1, 2, ..., n\} - \{j_1, j_2, ..., j_t\}$ with $k_1 < k_2 < ... < k_{n-t}$ and let us define

$$A_0 = \begin{pmatrix} \alpha_{1k_1} & \alpha_{1k_2} & \cdots & \alpha_{1k_{n-t}} & \alpha_{1j_1} & \alpha_{1j_2} & \cdots & \alpha_{1j_t} \\ \alpha_{2k_1} & \alpha_{2k_2} & \cdots & \alpha_{2k_{n-t}} & \alpha_{2j_1} & \alpha_{2j_2} & \cdots & \alpha_{2j_t} \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ \alpha_{nk_1} & \alpha_{nk_2} & \cdots & \alpha_{nk_{n-t}} & \alpha_{nj_1} & \alpha_{nj_2} & \cdots & \alpha_{nj_t} \end{pmatrix}$$
It is easy to see that $A_0$ is a column permutation of $A$, therefore $A_0$ is NSC. From Lemma 8 we have

\[
A_0^{-1} = \begin{pmatrix}
\beta_{k_1,1} & \beta_{k_1,2} & \ldots & \beta_{k_1,n} \\
\beta_{k_2,1} & \beta_{k_2,2} & \ldots & \beta_{k_2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{k_{n-t},1} & \beta_{k_{n-t},2} & \ldots & \beta_{k_{n-t},n} \\
\beta_{j_1,1} & \beta_{j_1,2} & \ldots & \beta_{j_1,n} \\
\beta_{j_2,1} & \beta_{j_2,2} & \ldots & \beta_{j_2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{j_t,1} & \beta_{j_t,2} & \ldots & \beta_{j_t,n}
\end{pmatrix}
\]

Now we will apply Lemma 9 for $X = A_0$ and $P$ the intersection of the first $n - t$ rows with $n - t$ columns of $A_0$. $X = A_0$ and $P$ are non-singular because $A_0$ is NSC. Using the above Lemma we can say that also $S_0$ is non-singular, where $S_0$ is obtained from $A_0^{-1}$ intersecting the last $t$ rows with the last $t$ columns. If we do that we obtain

\[
S_0 = \begin{pmatrix}
\beta_{j_1,n-t+1} & \beta_{j_1,n-t+2} & \ldots & \beta_{j_1,n} \\
\beta_{j_2,n-t+1} & \beta_{j_2,n-t+2} & \ldots & \beta_{j_2,n} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{j_t,n-t+1} & \beta_{j_t,n-t+2} & \ldots & \beta_{j_t,n}
\end{pmatrix}
\]

Finally again from Lemma 7 we can say that $M = JS_0^T$, hence $M$ is non-singular, therefore $\det(M) \neq 0$. \qed
6 Quasi Cyclic Code (QCC)

Quasi Cyclic Codes is a very useful generalization of cyclic codes. Zahra Sepasdar [11] introduced some very interesting ideals/cyclic codes, defined from a given quasi-cyclic codes. She used this ideals in order to find generator polynomials for such codes.

6.1 Definition and Polynomial Representation of a Quasi Cyclic Code

Let \( s, l \) be two positive integers. If \( c \in F_q^{s l} \), it can be written in the form \( c = (A_0, A_1, ..., A_{l-1}) \) where \( A_i \)'s are codewords with length \( s \). So \( A_i = (a_{i,0}, a_{i,1}, ..., a_{i,s-1}) \in F_q^s \).

**Definition 17.** A linear code \( C \) of length \( s l \) over \( F_q \) is called Quasi Cyclic Code (QCC) of index \( s \) if and only if \( (A_0, A_1, ..., A_{l-1}) \in C \) implies \( (A_{l-1}, A_0, ..., A_{l-2}) \in C \).

As before we will identify codewords of a QCC with polynomials, but this time we will use two variable polynomials.

Let \( F_q[x, y] \) be the set of all two variables polynomials with coefficients in a finite field \( F_q \) and let \( R_{s,l} \) be the subset of \( F_q[x, y] \) containing all polynomials of degree less then \( s \) with respect to \( x \) and degree less then \( l \) with respect to \( y \). Note that the order of \( s \) and \( l \) is important here.

It is well known that \( R_{s,l} \) is a vector space over the field \( F_q \) with dimension \( n = sl \). Furthermore in \( R_{s,l} \) we also have the multiplication modulo \( (x^s - 1, y^l - 1) \). As before I will denote with \( * \) this multiplication, so for any \( f(x, y) \) and \( g(x, y) \) in \( R_{s,l} \) we have

\[
f(x, y) * g(x, y) = f(x, y) \cdot g(x, y)|_{x^s=1, y^l=1}.
\]

**Definition 18.** Let \( c \in F_q^{ls} \) with \( c = (A_0, A_1, ..., A_{l-1}) \) and \( A_i = (a_{i,0}, a_{i,1}, ..., a_{i,s-1}) \) as above. We can define

1. \( A_i(x) = a_{i,0} + a_{i,1}x + a_{i,2}x^2 + ...a_{i,s-1}x^{s-1} \in R_s = F[x]/ < x^s - 1 >. \)
2. \( c(x, y) = A_0(x) + A_1(x)y + A_2(x)y^2 + ... + A_{l-1}(x)y^{l-1} \in R_{s,l}. \)
3. \( \pi : F^{sl} \to R_{s,l} \) with \( \pi(c) = c(x, y). \)

It is easy to check that the map \( \pi \) is an isomorphism of vectors spaces, but as in the case of cyclic codes \( R_{s,l} \) is also a ring. Because of the isomorphism any linear code of length \( sl \) can be seen as a subspace of \( R_{s,l} \).

**Theorem 16.** Let \( C \) be a quasi cyclic code of index \( s \) and length \( n = sl \). For any \( c = c(x, y) \in C \) and any \( p(y) \in F_q[y] \), we have \( c(x, y) * p(y) \in C \).

**Proof.** First let us prove for \( p(y) = y \). If \( c = c(x, y) \in C \) then

\[
c(x, y) * y = (A_0(x) + A_1(x)y + A_2(x)y^2 + ... + A_{l-1}(x)y^{l-1}) * y
\]
\[= A_0(x) \ast y + A_1(x) \ast y^2 + A_2(x) \ast y^3 + \ldots + A_{l-1}(x) \ast y^l\]
\[= A_{l-1}(x) + A_0(x)y + A_2(x)y^2 + \ldots + A_{l-2}(x)y^{l-1}\]
\[= \pi(A_{l-1}, A_0, A_1, \ldots A_{l-2}) \in \pi(C) \equiv C.\]

The last codeword is in \(C\), because \(C\) is quasi cyclic.

Using the method of mathematical induction we can prove that \(c(x, y) \ast y^k \in C\) for any positive integer \(k\) and for any \(c = c(x, y) \in C\).

Finally, using the fact that \(C\) is linear we can conclude that \(c(x, y) \ast p(y) \in C\) for any \(c = c(x, y) \in C\) and any \(p(y) \in F[y]\), by taking \(p(y) = \alpha_0 + \alpha_1 y + \alpha_2 y^2 + \ldots + \alpha_r y^r\). \(\square\)

### 6.2 The Generators of a Quasi Cyclic Code

In the following, we will try to find generators for quasi cyclic codes. Let \(C\) be a quasi cyclic code of index \(s\) and length \(n = sl\), and let \(f(x, y) \in C\) be any random element. We can easily verify that \(f(x, y)\) can be written in the form

\[f(x, y) = f_0(y) + f_1(y)x + f_2(y)x^2 + \ldots + f_{s-1}(y)x^{s-1}\]

where \(f_i(y) \in S_1 = F[y]/<y^l - 1>\). In other words \(f_i(y)\) are polynomials with variable \(y\) and degree strictly less than \(l\). Let

\[I_0 = \{g_0(y) \in S_1, \text{ such that } g_0(y) + g_1(y)x + \ldots + g_{s-1}(y)x^{s-1} \in C \text{ for some, } \]
\[g_1(y), g_2(y), \ldots, g_{s-1}(y) \in S_1\}\]

**Proposition 3.** \(I_0\) is an ideal in \(S_1\).

**Proof.** It is easy to check that \(I_0\) is a subspace of \(S_1\). All we have to do now is prove that \(p(y) \ast g_0(y) \in I_0\) for any \(g_0(y) \in I_0\) and \(p(y) \in F[y]\).

Since \(g_0(y) \in I_0\), there exists \(g(x, y) = g_0(y) + g_1(y)x + \ldots + g_{s-1}(y)x^{s-1} \in C\). From Theorem 16, we have \(g(x, y) \ast p(y) \in C\), but

\[p(y) \ast g(x, y) = (p(y) \ast g_0(y)) + (p(y) \ast g_1(y))x + (p(y) \ast g_2(y))x^2 + \ldots + (p(y) \ast g_{s-1}(y))x^{s-1}.\]

It follows \(p(y) \ast g_0(y) \in I_0\). \(\square\)

We know that \(S_1\) is a principal ideal domain. So \(I_0 = \langle p_0^0(y) \rangle\) and \(p_0^0(y) \mid (y^l - 1)\).

Recall that \(f(x, y) = f_0(y) + f_1(y)x + f_2(y)x^2 + \ldots + f_{s-1}(y)x^{s-1}\) is a random element in \(C\) so \(f_0(y) \in I_0 = \langle p_0^0(y) \rangle\). Therefore \(f_0(y) = p_0^0(y)q_0(y)\), for some \(q_0(y) \in S_1\).

Note that we don’t have to use \(\ast\) for \(f_0(y)\) because \(q_0(y)\) can be chosen such that \(\deg(p_0^0(y)q_0(y)) < l\).

Since \(p_0^0(y) \in I_0\), there exists

\[p_0(x, y) = p_0^0(y) + p_1^0(y)x + p_2^0(y)x^2 + \ldots + p_{s-1}^0(y)x^{s-1} \in C.\]
Let \( h_1(x, y) = f(x, y) - p_0(x, y) * q_0(y) \). From Theorem 16 and linearity of \( C \) we can say \( h_1(x, y) \in C \). Now let’s try to evaluate it.

\[
h_1(x, y) = f(x, y) - p_0(x, y) * q_0(y) = (f_1(y) - p_0^0(y)q_0(y)) + (f_1(y) - q_0(y)p_1^0(y))x + (f_2(y) - q_0(y)p_2^0(y))x^2 + ... + (f_{s-1}(y) - q_0(y)p_{s-1}^0(y))x^{s-1}.
\]

Since \( f_0(y) = p_0^0(y)q_0(y) \) we can say that the term \( x^0 \) is missing in \( h_1(x, y) \). So it can be written in the form

\[
h_1(x, y) = h_1^1(y)x + h_2^1(y)x^2 + ... + h_{s-1}^1(y)x^{s-1} \in C.
\]

Let us define with

\[
I_1 = \{g_1(y) \in S_1, \text{ such that } g_1(y)x + ... + g_{s-1}(y)x^{s-1} \in C \text{ for some,} \\
g_2(y), g_3(y), ..., g_{s-1}(y) \in S_1\}
\]

As before, we can prove that \( I_1 \) is also an ideal in \( S_1 = \mathbb{F}[y]/ < y^1 - 1 > \) and \( I_1 = < p_1^1(y) > \) with \( p_1^1(y) \mid (y^1 - 1) \). As \( h_1(x, y) \) has no \( x^0 \) term, \( h_1^1(y) \in I_1 \), so \( h_1^1(y) = p_1^1(y)q_1(y) \). Since \( p_1^1(y) \) belongs to \( I_1 \) as its generator there exists

\[
p_1(x, y) = p_1^1(y)x + p_2^1(y)x^2 + ... + p_{s-1}^1(y)x^{s-1} \in C.
\]

Let us define \( h_2(x, y) = h_1(x, y) - p_1(x, y) * q_1(y) \). As before we can say \( h_2(x, y) \in C \) and of the form

\[
h_2(x, y) = h_2^2(y)x^2 + h_3^2(y)x^3 + ... + h_{s-1}^2(y)x^{s-1}.
\]

If we put together \( h_1(x, y) = f(x, y) - p_0(x, y) * q_0(y) \) and \( h_2(x, y) = h_1(x, y) - p_1(x, y) * q_1(y) \), we can find

\[
f(x, y) = p_0(x, y) * q_0(y) + p_1(x, y) * q_1(y) + h_2(x, y).
\]

We can keep going like this by defining ideals \( I_2, I_3, ..., I_{s-1} \), and at the end we have

\[
f(x, y) = p_0(x, y) * q_0(y) + p_1(x, y) * q_1(y) + ... + p_{s-1}(x, y) * q_{s-1}(y).
\]

\( p_i(x, y) \) are called the generators of the quasi cyclic code \( C \), since they only depend on \( C \) and not on the choice of \( f(x, y) \). The \( x^0, x^1, ..., x^{i-1} \) terms are missing in each \( p_i(x, y) \). We obtain the code \( C \) be multiplying those generators with polynomials in \( S_1 = \mathbb{F}[y]/ < y^1 - 1 > \).
7 Permuted Quasi Cyclic Codes (PQCC)

We know from the previous chapter that from any QCC of length $sl$ and index $s$ over some finite field $F_q$, we can define $s$ ideals/cyclic codes of length $l$. I was thinking if it is possible to write down any QCC as a matrix-product of the cyclic codes defined above?

It turned out that the structure of a QCC is not right to be written as a matrix-product. That is why I manipulated those code a little bit. I called this new type Permuted Quasi Cyclic Codes since they can be obtained from a quasi cyclic code using a permutation.

7.1 Definition Dimension and Basis

Definition 19. Let $s, l$ be positive integers and let $C$ be a linear code of length $s \cdot l$ over some finite field $F_q$. Any codeword $f \in C$ can be written in the form $f = (f_1, f_2, ..., f_s)$, where $f_i \in F_q^1$, for any $i = 1, 2, ..., s$. We say $C$ is a Permuted Quasi Cyclic Code of length $sl$ and index $s$ over $F_q$ if and only if $f = (f_1, f_2, ..., f_s) \in C$ implies $(f_1^{[1]}, f_2^{[1]}, ..., f_s^{[1]}) \in C$.

Recall that for any element $x = (x_1, x_2, ..., x_l) \in F_q^l$, $x^{[1]} = (x_1, x_1, x_2, ..., x_{l-1})$.

It is obvious from both definitions that there exist a permutation of the set \{1, 2, 3, ..., $l \cdot s$\} such that every quasi cyclic code becomes a permuted quasi cyclic code and vice versa. It is not easy to find a mathematical formula for this permutation that is why I will illustrate that with an example.

Example 3. Let us define the isomorphism $\delta : F_q^{12} \rightarrow F_q^{12}$ such that

$$\delta(a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8, a_9, a_{10}, a_{11}, a_{12}) = (a_1, a_4, a_7, a_{10}, a_2, a_5, a_8, a_{11}, a_3, a_6, a_9, a_{12}).$$

It is easy to check that if $C$ is a quasi cyclic code of length 12 and index 3, then $\delta(C)$ is a permuted quasi cyclic code of length 12 and index 3.

Vice versa, if $C$ is a permuted quasi cyclic code of length 12 and index 3, then $\delta^{-1}(C)$ is a quasi cyclic code of length 12 and index 3.

In the quasi cyclic codes we had ideals $I_0, I_1, ..., I_{s-1}$. In the permuted quasi cyclic codes we will define cyclic codes $C_1, C_2, ..., C_s$ that represent respectively the ideals $I_0, I_1, ..., I_{s-1}$.

Definition 20. Let $C$ be a PQCC of length $sl$ and index $s$ over $F_q$. Let us define the following

$$C_1 = \{a_1 \in F_q^1, \text{ such that } (a_1, a_2, ..., a_s) \in C, \text{ for some } a_2, a_3, ..., a_s \in F_q^1\},$$

$$C_2 = \{a_2 \in F_q^1, \text{ such that } (0, a_2, ..., a_s) \in C, \text{ for some } a_3, a_4, ..., a_s \in F_q^1\},$$

$$C_3 = \{a_3 \in F_q^1, \text{ such that } (0, 0, a_3, ..., a_s) \in C, \text{ for some } a_4, a_5, ..., a_s \in F_q^1\},$$

...
\( C_s = \{ a_s \in F_q^1, \text{ such that } (0,0,\ldots,0,a_s) \in C \} \).

Since I couldn’t come up with a nice formula for the permutation, I will prove the following theorem.

**Theorem 17.** Let \( C \) be a PQCC of length \( sl \) and index \( s \) over \( F_q \). Every \( C_1, C_2, \ldots, C_s \) defined as above is a linear and cyclic code.

**Proof.** The proof will be done for \( C_1 \) and it can be generalized for all the others.

1. First I will prove linearity for \( C_1 \). So let \( a_1, b_1 \in C_1 \) and \( t \in F_q \). From the definition of \( C_1 \) there exist two codewords \( a, b \in C \) of the form \( a = (a_1, a_2, \ldots, a_s) \) and \( b = (b_1, b_2, \ldots, b_s) \). Since \( C \) is linear we have that

   \[
   a + tb = (a_1 + tb_1, a_2 + tb_2, \ldots, a_s + tb_s) \in C.
   \]

   From the definition of \( C_1 \) we have \( a_1 + tb_1 \in C_1 \), so \( C_1 \) is a linear code.

2. Now let us prove that \( C_1 \) is cyclic. If \( a_1 \in C_1 \) there exist \( a \in C \) of the form \( a = (a_1, a_2, \ldots, a_s) \). Since \( C \) is a PQCC we have \( (a_1, a_1^{[1]}, a_2^{[1]}, \ldots, a_s^{[1]}) \in C \), therefore \( a_1^{[1]} \in C_1 \) which makes \( C_1 \) a cyclic code.

\( \square \)

**Observation 8.** If the above linear code \( C \) of length \( sl \) is not a PQCC we can still define \( C_1, \ldots, C_s \) but they will just be linear codes of length \( l \).

The next theorem will give us a formula for the dimension of a linear code \( C \) of length \( sl \) in terms of the dimensions of the above \( C_1, C_2, \ldots, C_s \).

**Theorem 18.** Let \( C \) be a linear code of length \( sl \) over \( F_q \) and let \( C_1, C_2, \ldots, C_s \) be the above linear codes. The dimension of \( C \) is given by

\[
\dim(C) = \dim(C_1) + \dim(C_2) + \ldots + \dim(C_s).
\]

**Proof.** The proof of this formula will be done using the method of mathematical induction on \( s \).

1. Base Step \( s = 2 \).

In this case we only have \( C_1, C_2 \) as in Definition 20 and we will have to show that

\[
\dim(C) = \dim(C_1) + \dim(C_2).
\]

Let us define the linear transformation

\[
\varphi : C \to C_1, \varphi(a_1, a_2) = a_1.
\]

It is very easy to see that \( \varphi \) is onto and \( \ker(\varphi) = \{0\} \times C_2 \), where \( \times \) is the Cartesian Product of two sets.

So \( \dim(\ker(\varphi)) = \dim(C_2) \), therefore from the Rank-Nullity Theorem we have \( \dim(C) = \dim(C_1) + \dim(C_2) \).
2. Next we will assume that this theorem is true for any linear code $D$ of length $(s - 1)l$. 

3. Let us prove the theorem for any linear code $C$ of length $sl$. We can define 
\[ D = \{(a_1, a_2, ..., a_{s-1}) \in \mathbb{F}_q^{(s-1)} : \text{such that } (a_1, a_2, ..., a_{s-1}, a_s) \in C, \text{ for some } a_s \in \mathbb{F}_q^l \}. \]
$D$ satisfies following properties.

(a) $D$ is a linear code of length $(s - 1)l$ over $\mathbb{F}_q$.

(b) $\dim(C) = \dim(D) + \dim(C_s)$.

The proof is identical as in the case of $s = 2$. This time we will define
\[ \varphi : C \to D, \varphi(a_1, a_2, ..., a_{s-1}, a_s) = (a_1, a_2, ..., a_{s-1}) \]
and as before we will apply the Rank-Nullity Theorem.

(c) If $D_1, D_2, ..., D_{s-1}$ are the linear codes defined from $D$ as in Definition 20, then it is easy to check that $C_1 = D_1, C_2 = D_2, ..., C_{s-1} = D_{s-1}$.

Next we will try to find a basis for $C$ assuming this time that $C$ is a permuted quasi cyclic code. Recall that in this case the above $C_1, ..., C_s$ are cyclic codes.

Let $g_i$ be the canonical generator of $C_i$ taken as a codeword and let $k_i = \dim(C_i)$. We know from Lemma 5 and statement 5 of Proposition 2 that a basis for $C_1$ is the set 
\[ B_1 = \{g_1, g_1^{[1]}, g_1^{[2]}, ..., g_1^{[k_1-1]} \}, \]
where for any positive integer $m$, $g_i^{[m]}$ is obtained from $g_1$ as in Notation 1. In the same way we can say that the basis for $C_i, i = 1, 2, ..., s$ is the set
\[ B_i = \{g_i, g_i^{[1]}, g_i^{[2]}, ..., g_i^{[k_i-1]} \}. \]

Since $g_1 \in C_1$ we have that $(g_1, p_{12}, p_{13}, ..., p_{1s}) \in C$ for some $p_{ij} \in \mathbb{F}_q^l, j = 2, 3, ..., s - 1$. Furthermore there exists $p_{ij} \in \mathbb{F}_q^l, 1 \leq i < j \leq s$ such that the following codewords belong in $C$.

\[ (0, g_2, p_{23}, p_{24}, ..., p_{2s}), \]
\[ (0, 0, g_3, p_{34}, p_{35}, ..., p_{3s}), \]
\[ (0, 0, 0, g_4, p_{45}, ..., p_{4s}), \]
\[ (0, 0, 0, 0, g_5, p_{56}, ..., p_{5s}), \]
\[ (0, 0, 0, 0, 0, g_6, p_{67}, ..., p_{6s}), \]
\[ (0, 0, 0, 0, 0, 0, g_7, p_{78}, ..., p_{7s}), \]
\[ (0, 0, 0, 0, 0, 0, 0, g_8, ..., p_{8s}), \]
\[ (0, 0, 0, 0, 0, 0, 0, 0, g_9, p_{9s}) \]
We can claim that the following codewords form a basis for \( C \):
\[
(g_1, p_{12}, p_{13}, \ldots, p_{1s}), \quad (g_1^{[1]}, p_{12}^{[1]}, p_{13}^{[1]}, \ldots, p_{1s}^{[1]}), \quad \ldots, \quad (g_1^{[k_1 - 1]}, p_{12}^{[k_1 - 1]}, p_{13}^{[k_1 - 1]}, \ldots, p_{1s}^{[k_1 - 1]}),
\]
\[
(0, g_2, p_{23}, \ldots, p_{2s}), \quad (0, g_2^{[1]}, p_{23}^{[1]}, \ldots, p_{2s}^{[1]}), \quad \ldots, \quad (0, g_2^{[k_2 - 1]}, p_{23}^{[k_2 - 1]}, \ldots, p_{2s}^{[k_2 - 1]}),
\]
\[
(0, 0, g_3, p_{34}, \ldots, p_{3s}), \quad (0, 0, g_3^{[1]}, p_{34}^{[1]}, \ldots, p_{3s}^{[1]}), \quad \ldots, \quad (0, 0, g_3^{[k_3 - 1]}, p_{34}^{[k_3 - 1]}, \ldots, p_{3s}^{[k_3 - 1]}),
\]
\[
\ldots
\]
\[
(0, 0, \ldots, 0, g_s), \quad (0, 0, \ldots, 0, g_s^{[1]}), \quad \ldots, \quad (0, 0, \ldots, 0, g_s^{[k_s - 1]}).
\]

**Proof.** Since the number of the above codewords is \( k_1 + k_2 + \ldots + k_s = \dim(C) \) all we have to do is prove that all those vectors are linearly independent. This can be done by using the definition of linearly independent codewords. We can set the “famous equation” and let \( \alpha_0, \alpha_1, \ldots, \alpha_{k_1 - 1} \) be the scalars in order of the codewords in the first row. Equalizing only the first entries on both sides of the “famous equation” we obtain \( \alpha_0 g_0 + \alpha_1 g_1 + \ldots + \alpha_{k_1 - 1} g_{k_1 - 1} = 0 \). Since \( B_1 \) above is a basis for \( C_1 \) we have \( \alpha_0 = \alpha_1 = \ldots = \alpha_{k_1 - 1} = 0 \).

Next we can cut off all the first row codewords from the “famous equation” and equalize the second entries on both sides of the same equation. After doing that all the scalars of the vectors in the second row will be zero. Repeating this procedure \( s \) times we can prove that all the scalars of “famous equation” are zero, which implies linear independence of the above codewords.

Next we will prove a theorem that we are going to apply later.

**Theorem 19.** Let \( C \) be a \( \text{PQCC} \) of length \( s \) and index \( s \) over some finite field. Let \( (a_1, a_2, \ldots, a_s) \) be a random codeword in \( C \), with \( a_i \in F_q \) for all \( i = 1, 2, \ldots, s \). Also let \( p \) be a random element in \( F_q \) and let us define \( b_i(x) = p(x) * a_i(x) \). With these conditions we can show that \( (b_1, b_2, \ldots, b_s) \in C \).

**Remark 1.** For any element \( d \in F_q \), \( d(x) \) is the polynomial in \( F[x]/<x^l - 1> \) that represents \( d \) using isomorphism \( \pi \) as in Definition 8. Meanwhile “*” is the multiplication modulo \( (x^l - 1) \).

**Proof.** If \( p = (\alpha_0, \alpha_1, \ldots, \alpha_{l - 1}) \in F_q^l \), then \( p(x) = \alpha_0 + \alpha_1 x + \ldots + \alpha_{l - 1} x^{l - 1} \). Therefore for \( i = 1, 2, \ldots, s \) we have \( b_i(x) = \alpha_0 a_i(x) + \alpha_1 x * a_i(x) + \ldots + \alpha_{l - 1} x^{l - 1} * a_i(x) \).

From statement 5 of Proposition 1 we have \( b_i = \alpha_0 a_i + \alpha_1 a_i^{[1]} + \alpha_2 a_i^{[2]} + \ldots + \alpha_{l - 1} a_i^{[l - 1]} \). So
\[
(b_1, b_2, \ldots, b_s) = \alpha_0 (a_1, a_2, \ldots, a_s) + \alpha_1 (a_1^{[1]}, a_2^{[1]}, \ldots, a_s^{[1]})
\]
\[
+ \alpha_2 (a_1^{[2]}, a_2^{[2]}, \ldots, a_s^{[2]}) + \ldots + \alpha_{l - 1} (a_1^{[l - 1]}, a_2^{[l - 1]}, \ldots, a_s^{[l - 1]}).
\]

Since \( C \) is \( \text{PQCC} \) and \( (a_1, a_2, \ldots, a_s) \in C \) we have that for any \( j = 1, 2, \ldots, l - 1 \), \( (a_1^{[j]}, a_2^{[j]}, \ldots, a_s^{[j]}) \in C \). Finally from the linearity of \( C \) we have \( (b_1, b_2, \ldots, b_s) \in C \). \( \square \)
Corollary 1. Let $C$ be a PQCC of length $sl$ and index $s$ over some finite field and let $C_1, C_2, \ldots, C_s$ be the cyclic codes defined as above. Also for $i = 1, 2, \ldots, s$ let $g_i$ be a generator of $C_i$ taken as a codeword.

If for some scalars $\beta_1, \beta_2, \ldots, \beta_s \in F_q$ and for some $i = 1, 2, \ldots, s$ we have $(\beta_1 g_i, \beta_2 g_i, \ldots, \beta_s g_i) \in C$ then for any $c_i \in C_i$ we have $(\beta_1 c_i, \beta_2 c_i, \ldots, \beta_s c_i) \in C$.

7.2 Permuted Quasi Cyclic Codes as Matrix Product of Cyclic Codes

In this section I will try find a necessary and a sufficient condition so any PQCC $C$ can be written as matrix-product of the cyclic codes $C_1, C_2, \ldots, C_s$ as in Definition 20.

Theorem 20. Let $D_1, D_2, \ldots, D_s$ be cyclic codes of length $l$ over some $F_q$ and let $A$ be an $s \times s$ matrix with entries in $F_q$. The linear code $C$, defined as $C = (D_1, D_2, \ldots, D_s)A$ is a PQCC of length $sl$ and index $s$.

Proof. Let $\alpha_{ij}$ be the $(i, j)$th entry of matrix $A$. For any $(b_1, b_2, \ldots, b_s) \in C$ (where $b_j \in F_q$), there exists $d_i \in D_i$, $i = 1, 2, \ldots, s$ such that $(b_1, b_2, \ldots, b_s) = (d_1, d_2, \ldots, d_s)A$. So for any $j = 1, 2, \ldots, s$ we have

$$b_j = \alpha_{1j}d_1 + \alpha_{2j}d_2 + \ldots + \alpha_{sj}d_s.$$ 

Therefore

$$b_j^{[1]} = \alpha_{1j}d_1^{[1]} + \alpha_{2j}d_2^{[1]} + \ldots + \alpha_{sj}d_s^{[1]}.$$ 

Since this last equation is true for any $j = 1, 2, \ldots, s$ we can say that

$$(b_1^{[1]}, b_2^{[1]}, \ldots, b_s^{[1]}) = (d_1^{[1]}, d_2^{[1]}, \ldots, d_s^{[1]})A.$$ 

Since $D_j$ is cyclic and $d_j \in D_j$ we have that $d_j^{[1]} \in D_j$, for any $j = 1, 2, \ldots, s$. Hence

$$(b_1^{[1]}, b_2^{[1]}, \ldots, b_s^{[1]}) \in (D_1, D_2, \ldots, D_s)A = C.$$ 

In the following we will try to find conditions in which any PQCC code of index $s$ can be written as a matrix product of those cyclic codes $C_1, C_2, \ldots, C_s$ as in Definition 20.

Theorem 21. Let $C$ be a PQCC of length $sl$ and index $s$ over some $F_q$. Let $C_1, C_2, \ldots, C_s$ be as above with $g_i$ the canonical generator of $C_i$. Let us assume that for any positive integers $i, j$ with $1 \leq i < j \leq s$ there exist scalars $\alpha_{ij}$ in $F_q$ such that

$$(g_1, \alpha_{12}g_1, \alpha_{13}g_1, \ldots, \alpha_{1s}g_1) \in C,$$

$$(0, g_2, \alpha_{23}g_2, \alpha_{24}g_2, \ldots, \alpha_{2s}g_2) \in C,$$

$$(0, 0, g_3, \alpha_{34}g_3, \alpha_{35}g_3, \ldots, \alpha_{3s}g_3) \in C,$$
... \( (0,0,\ldots,g_{s-1},\alpha_{s-1}s,g_{s-1}) \in C \).

**Under these conditions** \( C = (C_1, C_2, \ldots, C_s)A \) where

\[
A = \begin{pmatrix}
1 & \alpha_{12} & \alpha_{13} & \alpha_{14} & \ldots & \alpha_{1,s-1} & \alpha_{1s} \\
0 & 1 & \alpha_{23} & \alpha_{24} & \ldots & \alpha_{2,s-1} & \alpha_{2s} \\
0 & 0 & 1 & \alpha_{34} & \ldots & \alpha_{3,s-1} & \alpha_{3s} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 1 & \alpha_{s-1,s} \\
0 & 0 & 0 & 0 & \ldots & 0 & 1
\end{pmatrix}
\]

**Proof.** Since \( \det(A) \neq 0 \) we have that

\[
\dim((C_1, C_2, \ldots, C_s)A) = \dim(C_1) + \dim(C_2) + \ldots + \dim(C_s) = \dim(C),
\]

therefore all we have to do is prove that \( C \subseteq (C_1, C_2, \ldots, C_s)A \).

Let \((a_1, a_2, \ldots, a_s) \in C\) for some \(a_i \in F_q^1\). We can define \(c_1, c_2, \ldots, c_k\) in a recursive way as follows

\[
c_1 = a_1, \\
c_2 = a_2 - \alpha_{12}c_1, \\
c_3 = a_3 - \alpha_{13}c_1 - \alpha_{23}c_2, \\
c_4 = a_4 - \alpha_{14}c_1 - \alpha_{24}c_2 - \alpha_{34}c_3, \\
\vdots \\
c_s = a_s - \alpha_{1s}c_1 - \alpha_{2s}c_2 - \ldots - \alpha_{s-1,s}c_{s-1}.
\]

After solving the above equations for \(a_1, a_2, \ldots, a_s\) in terms of \(c_1, c_2, \ldots, c_s\) we can see that \((a_1, a_2, \ldots, a_s) = (c_1, c_2, \ldots, c_s)A\). In order to finish the proof we have to show that \(c_i \in C_i\) for any \(i = 1, 2, \ldots, s\).

The proof will be done step by step starting with \(c_1 \in C_1\). Then we will show \(c_2 \in C_2\), \(c_3 \in C_3\) and so on until we finish with \(c_s \in C_s\). The proof of each step will require the results of the previous steps.

1. Since \((a_1, a_2, \ldots, a_s) \in C\) then \(c_1 = a_1 \in C_1\).

2. From Corollary 1 of Theorem 19 and the fact that \((g_1, \alpha_{12}g_1, \alpha_{13}g_1, \ldots, \alpha_{1s}g_1) \in C\) we have that \((c_1, \alpha_{12}c_1, \alpha_{13}c_1, \ldots, \alpha_{1s}c_1) \in C\). Since \(C\) is linear, if we subtract the last codeword from \((a_1, a_2, \ldots, a_s)\), the result will still be in \(C\). Therefore we can write

\[
(a_1 - c_1, a_2 - \alpha_{12}c_1, a_3 - \alpha_{13}c_1, \ldots, a_s - \alpha_{1s}c_1) = (0, c_2, a_3 - \alpha_{13}c_1, \ldots, a_s - \alpha_{1s}c_1) \in C.
\]

From the definition of \(C_2\) we have \(c_2 \in C\).
Theorem 22. Let \( \mathbf{PQCC} \) be a permuted quasi-cyclic code of length \( 2l \) over some \( \mathbb{F}_q \). Let \( C_1, C_2 \) and \( g_1, g_2 \) be as above. If for some matrix \( A \), \( C = (C_1, C_2)A \), then \( (g_1, \alpha g_1) \in C \) for some scalar \( \alpha \in \mathbb{F}_q \).

Proof. Since the length of \( C_1, C_2 \) is \( l \) and the length of \( C \) is \( 2l \), then our matrix \( A \) has to be a \( 2 \times 2 \) matrix. So let \( A = \begin{pmatrix} \alpha_1 & \alpha_2 \\ \alpha_3 & \alpha_4 \end{pmatrix} \).

Case 1: \( \alpha_1 \neq 0 \).
In this case \( (g_1, \frac{\alpha_2}{\alpha_1} g_1) = (\frac{1}{\alpha_1} g_1, 0)A \in (C_1, C_2)A = C \). So we can take \( \alpha = \frac{\alpha_2}{\alpha_1} \).

Case 2: \( \alpha_1 = 0 \), so \( A = \begin{pmatrix} 0 & \alpha_2 \\ \alpha_3 & \alpha_4 \end{pmatrix} \).
Since \( g_1 \in C_1 \) there exist \( p \in \mathbb{F}_q^l \) such that \( (g_1, p) \in C = (C_1, C_2)A \), therefore \( (g_1, p) = (c_1, c_2)A \), for some \( c_1 \in C_1 \) and \( c_2 \in C_2 \). If we work the last matrix multiplication we have

\[
g_1 = \alpha_3 c_2 \quad \text{and} \quad p = \alpha_2 c_1 + \alpha_4 c_2.
\]

From the first equality we have \( g_1 \in C_2 \). Since \( g_1 \) generates \( C_1 \) and \( C_2 \) is cyclic we can show that \( C_1 \subseteq C_2 \). It is easy to see now that also \( p \in C_2 \) from the second equality.

Applying the definition of \( C_2 \) we have \( (0, p) \in C \). Since \( C \) is linear the difference of \( (g_1, p) \) with \( (0, p) \) will still be in \( C \), so \( (g_1, 0) \in C \). In this case we can take \( \alpha = 0 \).

Note that if we have \( C = (C_2, C_1)A \), then let \( B \) be the matrix obtained from \( A \) interchanging rows. It is easy to check that \( C = (C_1, C_2)B \).
The following Lemmas will help us understand better the structure of PQCC of index $s = 2$ that satisfy the above condition.

Since the generator of the last cyclic code $C_s$ is not used, we can denote the generator of $C_1$ with $g$ if the index of $C$ is $s = 2$.

**Lemma 10.** Let $C$ be a PQCC of length $2l$ index 2 over some $F_q$. Let $C_1, C_2$ be as above and let $g$ be the canonical generator of $C_1$ with $(g, \alpha g) \in C$ for some scalar $\alpha \in F_q$. If $\alpha$ is not unique the following hold:

1. $(g, 0) \in C$ (i.e $\alpha = 0$ works).
2. $C_1 \subseteq C_2$.
3. For any $\gamma \in F_q$, $(g, \gamma g) \in C$ (i.e any $\alpha$ works).

**Proof.**

1. Let $(g, \alpha_1 g) \in C$ and $(g, \alpha_2 g) \in C$ with $\alpha_1 \neq \alpha_2$. With no loss of generality we can assume $\alpha_1 \neq 0$ and because $C$ is linear we have $\frac{\alpha_2}{\alpha_1}(g, \alpha_1 g) = (\frac{\alpha_2}{\alpha_1} g, \alpha_2 g) \in C$.

   If we subtract $(\frac{\alpha_2}{\alpha_1} g, \alpha_2 g)$ from $(g, \alpha_2 g)$, the result will be still in $C$. Therefore $(\eta g, 0) \in C$, where $\eta = 1 - \frac{\alpha_2}{\alpha_1}$.

   Since $\alpha_1 \neq \alpha_2$ we have $\eta \neq 0$, so $\frac{1}{\eta}(\eta g, 0) = (g, 0) \in C$.

2. Since $(g, \alpha_1 g) \in C$ and $(g, \alpha_2 g) \in C$ for some scalars $\alpha_1 \neq \alpha_2$, from the linearity of $C$ we have that $(0, (\alpha_2 - \alpha_1) g) \in C$ for some $\alpha_1 \neq \alpha_2$.

   It follows $\frac{1}{\alpha_2 - \alpha_1}(0, (\alpha_2 - \alpha_1) g) = (0, g) \in C$. From the definition of $C_2$ we have $g \in C_2$. Since $g$ generates $C_1$ and $C_2$ is cyclic we can show that $C_1 \subseteq C_2$.

3. From above we have that $(g, 0) \in C$ and $(0, g) \in C$. Since $C$ is linear, for any scalar $\gamma \in F_q$ we have

   $$(g, 0) + \gamma(0, g) = (g, \gamma g) \in C.$$  

The following is a converse.

**Lemma 11.** Let $C$ be a PQCC of length $2l$ index 2 over some $F_q$. Let $C_1, C_2, g$ be as above with $(g, \alpha g) \in C$ for some scalar $\alpha \in F_q$. If $C_1 \subseteq C_2$ then for any $\gamma \in F_q$, $(g, \gamma g) \in C$.

**Proof.** Since $g \in C_1 \subseteq C_2$ we have $(0, g) \in C$.

   Again using the fact that $C$ is linear, for any $\gamma \in F_q$ we have

   $$\gamma(0, g) + (g, \alpha g) - \alpha(0, g) = (g, \gamma g) \in C.$$
Lemma 12. Let $D_1, D_2$ be two cyclic codes of length $l$ over some $\mathbb{F}_q$ and let $\alpha$ be any scalar in $\mathbb{F}_q$. Also let $A = \begin{pmatrix} 1 & \alpha \\ 0 & 1 \end{pmatrix}$ and $C = (D_1, D_2)A$. From Theorem 20 we know that $C$ is a PQCC of index 2 and length $2l$. So let $C_1, C_2$ be the usual cyclic codes defined from $C$ and let $g$ be the canonical generator of $C_1$. Under these conditions we have.

1. $D_1 = C_1$ and $D_2 = C_2$.
2. $(g, \alpha g) \in C$.

Proof. 1. From what is given it is easy to check that $C = \{(d_1, \alpha d_1 + d_2), d_1 \in D_1, d_2 \in D_2\}$.

It is obvious that $D_1 = C_1$.

In order to prove $D_2 = C_2$ let $c_2 \in C_2$, so $(0, c_2) \in C$. Since $(0, c_2) \in C$ there exist $d_1 \in D_1$ and $d_2 \in D_2$ such that $(0, c_2) = (d_1, \alpha d_1 + d_2)$. It follows $c_2 = d_2 \in D_2$, hence $C_2 \subseteq D_2$.

For the other inclusion let $d_2 \in D_2$ and $d_1 = 0 \in D_1$. It follows that $(d_1, \alpha d_1 + d_2) = (0, d_2) \in C$, therefore $d_2 \in C_2$.

2. We can easily check that $(g, \alpha g) = (g, 0)A \in (C_1, C_2)A = (D_1, D_2)A = C$.

The last Lemma can be generalized as follows.

Lemma 13. Let $D_1, D_2, ..., D_s$ be cyclic codes of length $l$ over some $\mathbb{F}_q$. Let $C$ be the PQCC of index $s$ and length $sl$ defined as $C = (D_1, D_2, ..., D_s)A$, where $A$ is a given $s \times s$ matrix of the form

$$A = \begin{pmatrix} 1 & \alpha_{12} & \alpha_{13} & \alpha_{14} & \ldots & \alpha_{1,s-1} & \alpha_{1s} \\ 0 & 1 & \alpha_{23} & \alpha_{24} & \ldots & \alpha_{2,s-1} & \alpha_{2s} \\ 0 & 0 & 1 & \alpha_{34} & \ldots & \alpha_{3,s-1} & \alpha_{3s} \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \ldots & 1 & \alpha_{s-1,s} \\ 0 & 0 & 0 & \ldots & 0 & 1 \end{pmatrix}$$

Under these conditions we have.

1. $C_1 = D_1, C_2 = D_2, ..., C_s = D_s$, where $C_1, ..., C_s$ are cyclic codes obtained from $C$ as in Definition 20.
2. The below codewords are all in $C$.

$$(g_1, \alpha_{12}g_1, \alpha_{13}g_1, ..., \alpha_{1s}g_1),$$

$$(0, g_2, \alpha_{23}g_2, \alpha_{24}g_2, ..., \alpha_{2s}g_2),$$

$$(0, 0, g_3, \alpha_{34}g_3, \alpha_{35}g_3, ..., \alpha_{3s}g_3),$$
\[ \begin{align*}
(0, \ldots, 0, g_{s-1}, \alpha_{s-1,s}), \\
(0, \ldots, 0, g_s).
\end{align*} \]

where \( g_1, g_2, \ldots, g_s \) are respectively the canonical generators of \( C_1, C_2, \ldots, C_s \).

Now it is time to generalize at a certain point Theorem 21.

**Theorem 23.** Let \( C \) be a PQCC of length \( sl \), index \( s \) over some finite field \( \mathbb{F}_q \). Also let \( C_1, C_2, \ldots, C_s \) be the cyclic of length \( l \) as described above. If \( C = (C_1, C_2, \ldots, C_s)A \) where \( A \) is an \( s \times s \) matrix with all Principal Minors non zero, then there exist \( \alpha_{ij} \) with \( 2 \leq i < j \leq s \) such that the following codewords

\[ \begin{align*}
(0, g_1, \alpha_{12} g_1, \alpha_{13} g_1, \ldots, \alpha_{1s} g_1), \\
(0, g_2, \alpha_{23} g_2, \alpha_{24} g_2, \ldots, \alpha_{2s} g_2), \\
(0, 0, g_3, \alpha_{34} g_3, \alpha_{35} g_3, \ldots, \alpha_{3s} g_3), \\
\vdots \\
(0, 0, \ldots, g_{s-1}, \alpha_{s-1,s} g_{s-1}),
\end{align*} \]

belong in \( C \). Here \( g_i \) is the canonical generator of \( C_i \) taken as a codeword.

**Observation 9.** Let \( M \) be an \( n \times n \) matrix. For any \( i = 1, 2, \ldots, n \), the Principal Minor of order \( i \) is the determinant of the matrix obtained from \( M \) intersecting the first \( i \) rows with the first \( i \) columns.

**Proof.** The proof will be done using the method of mathematical induction on the index \( s \).

1. If \( s=2 \) this theorem is true thanks to Theorem 22.

2. Let us assume that this theorem holds for any PQCC of index \( s-1 \).

3. Now we can prove the theorem for the above \( C \).

   Let \( \beta_{ij} \) be the \( (i, j) \) - th entry of \( A \). Since all the principal minors of \( A \) are non-zero then \( \beta_{11} \neq 0 \). It is easy to check that

\[ \begin{align*}
( g_1, \frac{\beta_{21}}{\beta_{11}} g_1, \frac{\beta_{31}}{\beta_{11}} g_1, \ldots, \frac{\beta_{s1}}{\beta_{11}} g_1 ) = \left( \frac{1}{\beta_{11}} g_1, 0, \ldots, 0 \right) A \in (C_1, C_2, \ldots, C_s)A = C.
\end{align*} \]

So if we take \( \alpha_{1,j} = \frac{\beta_{1j}}{\beta_{11}} \) for any \( j = 2, 3, \ldots, s \) we have that

\[ (g_1, \alpha_{12} g_1, \alpha_{13} g_1, \ldots, \alpha_{1s} g_1) \in C. \]

In order to prove that the other codewords also belong in \( C \), first let us define
D = \{(p_2, p_3, ..., p_s) \in F_1^{l(s-1)}, \text{ such that } (0, p_2, ..., p_s) \in C\}.

It is easy to check that D is PQCC of length l(s-1) and index s-1. Also it is very easy to check that D = C_2, D_2 = C_3, ..., D_{s-1} = C_s, where D_1, ..., D_{s-1} are the cyclic codes obtained from D as in Definition 20.

Now it is time to write down D as a matrix product so we can use step 2.

Let us take random \((p_2, p_3, ..., p_s) \in D\), so \((0, p_2, p_3, ..., p_s) \in C = (C_1, C_2, ..., C_s)A\). Therefore there exists \(c_i \in C_i\) such that

\[
(0, p_2, p_3, ..., p_s) = (c_1, c_2, ..., c_s) \cdot \begin{pmatrix}
\beta_{11} & \beta_{12} & \ldots & \beta_{1s} \\
\beta_{21} & \beta_{22} & \ldots & \beta_{2s} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{s1} & \beta_{s2} & \ldots & \beta_{ss}
\end{pmatrix}.
\]

So we can write

\[
0 = \beta_{11}c_1 + \beta_{21}c_2 + ... + \beta_{s1}c_s,
\]
\[
p_2 = \beta_{12}c_1 + \beta_{22}c_2 + ... + \beta_{s2}c_s,
\]
\[
p_3 = \beta_{13}c_1 + \beta_{23}c_2 + ... + \beta_{s3}c_s,
\]
\[
... 
\]
\[
p_s = \beta_{1s}c_1 + \beta_{2s}c_2 + ... + \beta_{ss}c_s.
\]

Since \(\beta_{11} \neq 0\) we can solve for \(c_1\) on equation 1 and substitute it to the other equations. If we do that we have

\[
p_2 = \eta_{11}c_2 + \eta_{12}c_3 + ... + \eta_{1,s-1}c_s,
\]
\[
p_3 = \eta_{21}c_2 + \eta_{22}c_3 + ... + \eta_{2,s-1}c_s,
\]
\[
... 
\]
\[
p_s = \eta_{s-1,1}c_2 + \eta_{s-1,2}c_3 + ... + \eta_{s-1,s-1}c_s.
\]

where \(\eta_{ij} = -\frac{\beta_{i+1,j+1}}{\beta_{11}} \cdot \beta_{1,j+1} + \beta_{i+1,j+1}\), for any \(i, j = 1, 2, ..., s-1\).

Let us denote by B the \(s-1 \times s-1\) matrix such that its \((i, j)\) entry is \(\eta_{i,j}\). It is easy to check from above that \((p_2, p_3, ..., p_s) = (c_2, c_3, ..., c_s)B\), hence

\[
D \subseteq (C_2, ..., C_s)B = (D_1, ..., D_{s-1})B.
\]

Since \(\dim(D) = \dim(D_1) + ... + \dim(D_{s-1}) \geq \dim((D_1, ..., D_{s-1})B)\) we have that

\[
D = (D_1, ..., D_{s-1})B.
\]
In order to apply step 2, we will have to prove that $B$ has all its principal minors non-zero.

Since $\beta_{11} \neq 0$ we can apply Gauss elimination process on matrix $A$ until all the entries below $\beta_{11}$ become 0. If we do that we obtain

$$A \sim \begin{pmatrix}
\beta_{11} & \beta_{12} & \beta_{13} & \ldots & \beta_{1s} \\
0 & \eta_{11} & \eta_{12} & \ldots & \eta_{1,s-1} \\
0 & \eta_{21} & \eta_{22} & \ldots & \eta_{2,s-1} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \eta_{s-1,1} & \eta_{s-1,2} & \ldots & \eta_{s-1,s-1}
\end{pmatrix}.$$  

It is easy to see now that also $B$ has all its principal minors non-zero.

Since $D$ is PQQC of index $s-1$ we can assume that this theorem is true for $D$.

Recall that for any $t = 2, 3, \ldots, s$, $g_t$ is the generator of $C_t = D_{t-1}$, therefore for any $i, j = 2, 3, \ldots, s-1$ with $i < j$ there exist scalars $\alpha_{i,j} \in F_q$ such that

$$\begin{pmatrix}
g_2, \alpha_{23}g_2, \alpha_{24}g_2, \ldots, \alpha_{2s}g_2
\end{pmatrix} \in D,$$

$$\begin{pmatrix}
0, g_3, \alpha_{34}g_3, \alpha_{35}g_3, \ldots, \alpha_{3s}g_3
\end{pmatrix} \in D,$$

$$\ldots$$

$$\begin{pmatrix}
0, 0, \ldots, g_{s-1}, \alpha_{s-1,s}g_{s-1}
\end{pmatrix} \in D.$$

The above relations and the definition of $D$ end the proof of this theorem, since we also have $\begin{pmatrix}g_1, \alpha_{12}g_1, \alpha_{13}g_1, \ldots, \alpha_{1s}g_1\end{pmatrix} \in C$.

\[\square\]

**Theorem 24.** Let $D_1, \ldots, D_s$ be linear code of length $l$ over some $F_q$ and $A$ an $s \times s$ matrix with all its principal minors non-zero.

Let $C = (D_1, D_2, \ldots, D_s)A$ be the linear code of length $sl$. If $D_1 \supseteq D_2 \supseteq \ldots \supseteq D_s$, then $C_1 = D_1, C_2 = D_2, \ldots, C_s = D_s$, where $C_1, C_2, \ldots, C_s$ are the linear codes of length $l$ obtained from $C$ as in Definition 20.

In order to prove this theorem we need to prove a Lemma first.

**Lemma 14.** Let $D_1, D_2, \ldots, D_s$ be linear codes such that $D_i \subseteq D_1$, for any $i = 2, 3, \ldots, s$. Also let $A$ be a random $s \times s$ matrix with rows in order $R_1, R_2, \ldots, R_s$ and $\alpha_2, \alpha_3, \ldots, \alpha_s$ be random scalars.

If $B$ is the $s \times s$ matrix with rows in order $R_1, \alpha_2R_1 + R_2, \alpha_3R_1 + R_3, \ldots, \alpha_sR_1 + R_s$, then $(D_1, D_2, \ldots, D_s)A = (D_1, D_2, \ldots, D_s)B$. 

Proof. Let \( d = (d_1, d_2, \ldots, d_s)A \in (D_1, D_2, \ldots, D_s)A \). So \( d = d_1 R_1 + d_2 R_2 + \ldots + d_s R_s \). It is easy to check that

\[
d = d_1' R_1 + d_2 (\alpha_2 R_1 + R_2) + d_3 (\alpha_3 R_1 + R_3) + \ldots + (\alpha_s R_1 + R_s)
\]

where \( d_1' = d_1 - \alpha_2 d_2 - \ldots - \alpha_s d_s \in D_1 \). That is why \( d \in (D_1, D_2, \ldots, D_s)B \), so

\[
(D_1, D_2, \ldots, D_s)A \subseteq (D_1, D_2, \ldots, D_s)B.
\]

In the same way we can show the other inclusion too. \( \square \)

Now it is time to prove Theorem 24.

Proof. The proof again will be done by induction on \( s \).

1. For \( s = 2 \) we have \( C = (D_1, D_2)A \), where \( A = \begin{pmatrix} \alpha_1 & \alpha_2 \\ \alpha_3 & \alpha_4 \end{pmatrix} \) with \( \alpha_1 \neq 0 \), \( \det(A) \neq 0 \) and \( D_1 \supseteq D_2 \). From the above Lemma we can choose \( A \) such that \( \alpha_3 = 0 \), hence \( \alpha_4 \neq 0 \).

Let us show first that \( D_1 = C_1 \).

If \( d_1 \in D_1 \) we have that \( (d_1, 0)A \in (D_1, D_2)A = C \), hence \( (\alpha_1 d_1, \alpha_2 d_1) \in C \), therefore \( \alpha_1 d_1 \in C_1 \). Since \( \alpha_1 \neq 0 \) we have \( d_1 \in C_1 \).

If \( c_1 \in C_1 \) then there exists \( f_2 \in F_q^1 \) such that \( (c_1, f_2) \in C = (D_1, D_2)A \). Therefore there exist \( d_1 \in D_1, d_2 \in D_2 \subseteq D_1 \) such that \( (c_1, f_2) = (d_1, d_2)A = (\alpha_1 d_1, \alpha_2 d_1 + \alpha_4 d_2) \). It follows \( c_1 = \alpha_1 d_1 \in D_1 \).

Now it is time to show \( D_2 = C_2 \).

If \( d_2 \in D_2 \) we have \( (0, d_2)A \in (D_1, D_2)A = C \), which implies that \( (0, \alpha_4 d_2) \in C \).

By definition \( d_2 \in C_2 \) because \( \alpha_4 \neq 0 \).

If \( c_2 \in C_2 \) then \( (0, c_2) \in C = (D_1, D_2)A \), hence there exist \( d_1 \in D_1 \) and \( d_2 \in D_2 \) such that \( (0, c_2) = (d_1, d_2)A \). Working out the last matrix multiplication we get \( 0 = \alpha_1 d_1 \), which implies \( d_1 = 0 \) and \( c_2 = \alpha_2 d_1 + \alpha_4 d_2 = \alpha_4 d_2 \in D_2 \).

2. Let us assume that this theorem is true for any linear code with length \((s - 1)l\).

3. Now we can prove the theorem for our linear code \( C \).

So we have \( C = (D_1, D_2, \ldots, D_s)A \), where \( D_1 \supseteq D_2 \supseteq \ldots \supseteq D_s \) and \( A \) is \( s \times s \) matrix with all principal minors non-zero. From the above Lemma we can choose \( A \) to be of the form \( A = \begin{pmatrix} \alpha_{11} & b \\ 0 & B \end{pmatrix} \) where \( \alpha_{11} \) is a non-zero scalar, \( 0 \) is a column matrix of length \( s - 1 \) with all the entries \( 0 \), \( b \) is some row matrix with length \( s - 1 \) and \( B \) is an \((s - 1 \times s - 1)\) matrix with all principal minors non-zero.

As before we can define
\[ F = \{ (p_2, p_3, \ldots, p_s) \in F_q^{l(s-1)} \text{, such that } (0, p_2, \ldots, p_s) \in C \}. \]

\( F \) is a linear code of length \((s - 1)l\) and if \( F_1, \ldots, F_{s-1} \) are the linear codes obtained from \( F \) as in Definition 20 we have \( F_1 = C_2, F_2 = C_3, \ldots, F_{s-1} = C_s \).

From the structure of the matrix \( A \), the fact that \( C = (D_1, D_2, \ldots, D_s)A \) and the fact that \( \alpha_{11} \neq 0 \) we can show easily that \( C_1 = D_1 \).

Now let \((p_2, \ldots, p_s) \in F\), it follows \((0, p_2, \ldots, p_s) \in C = (D_1, D_2, \ldots, D_s)A\). So for any \( i = 1, 2, \ldots, s \), there exists \( d_i \in D_i \) such that
\[ (0, p_2, \ldots, p_s) = (d_1, d_2, \ldots, d_s)A. \]

Note that we can multiply \((d_1, d_2, \ldots, d_s)A\) in blocks such that the blocks in \( A \) would be \( \alpha_{11}, b, 0, B \) as above and the blocks of \((d_1, d_2, \ldots, d_s)\) would be \( d_1 \) and \((d_2, d_3, \ldots, d_s)\). If we do that we have
\[ (0, (p_2, p_3, \ldots, p_s)) = (\alpha_{11}d_1, d_1b_1 + (d_2, d_3, \ldots, d_s)B). \]

Therefore \( d_1 = 0 \) and \((p_2, p_3, \ldots, p_s) = d_1b_1 + (d_2, d_3, \ldots, d_s)B = (d_2, d_3, \ldots, d_s)B\).

Since \((p_2, p_3, \ldots, p_s)\) was random in \( F \) we can say that
\[ F \subseteq (D_2, \ldots, D_s)B \]

In order to prove the other inclusion, first we apply Theorem 18. So
\[ \dim(C) = \dim(C_1) + \dim(C_2) + \ldots + \dim(C_s) = \dim(C_1) + \dim(F_1) + \ldots + \dim(F_{s-1}), \]
\[ \dim(C) = \dim(C_1) + \dim(F) = \dim(D_1) + \dim(F). \]

Since the matrices \( A \) and \( B \) are non-singular we also have
\[ \dim((D_2, D_3, \ldots, D_s)B) = \dim(D_2) + \dim(D_3) + \ldots + \dim(D_s) = \dim(C) - \dim(D_1), \]
\[ \dim((D_2, D_3, \ldots, D_s)B) = \dim(D_1) + \dim(F) - \dim(D_1) = \dim(F). \]

It follows \( F = (D_2, D_3, \ldots, D_s)B \), so we can assume that the theorem holds for \( F \). For any \( i = 2, 3, \ldots, s \) we have \( D_i = F_{i-1} = C_i \). This ends the proof since also \( C_1 = D_1 \).

\(\square\)
7.3 The Dual of a Permutated Quasi Cyclic Code

Recall that if \( C \) is a linear code of length \( l \) we can still define linear codes \( C_1, C_2, ..., C_s \) of length \( l \) as in Definition 20. We also know that \( C^\perp \) is a linear code of length \( sl \), so also for \( C^\perp \) we can define linear codes of length \( l \) as in Definition 20. Let us call them \((C^\perp)_1, (C^\perp)_2, ..., (C^\perp)_s\).

A question arises. Is there a connection between \((C^\perp)_1, (C^\perp)_2, ..., (C^\perp)_s\) and \( C_1, C_2, ..., C_s \)? The answer in general is no, however there is a connection between \((C^\perp)_1, (C^\perp)_2, ..., (C^\perp)_s\) and some other codes defined from \( C \) in a similar way as \( C_1, C_2, ..., C_s \).

**Definition 21.** Let \( C \) be a linear code of length \( sl \) over \( F_q \). Let us define the following:
\[
C^0_1 = \{a_s \in F^l_q, \text{such that} (a_1, a_2, ..., a_s) \in C, \text{for some} a_1, a_2, ..., a_s-1 \in F^l_q\},
\[
C^0_2 = \{a_{s-1} \in F^l_q, \text{such that} (a_1, ..., a_{s-2}, a_{s-1}, 0) \in C, \text{for some} a_1, ..., a_{s-2} \in F^l_q\},
\[
C^0_3 = \{a_3 \in F^l_q, \text{such that} (a_1, ..., a_{s-3}, a_{s-2}, 0, 0) \in C, \text{for some} a_1, ..., a_{s-3} \in F^l_q\},
\]

... 
\[
C^0_s = \{a_1 \in F^l_q, \text{such that} (a_1, 0, 0, ..., 0) \in C\}.
\]

**Observation 10.** As in Theorems 17 and 18 we can show that:

1. \( C^0_i \)'s are linear codes of length \( l \) for any \( i = 1, 2, ..., s \).
2. They are cyclic codes if \( C \) is PQCC of index \( s \).
3. \( \dim(C) = \dim(C^0_1) + \dim(C^0_2) + ... + \dim(C^0_s) \)

**Theorem 25.** Let \( C \) be a linear code of length \( sl \) over some \( F_q \). Let \( C^\perp \) be its dual and let \((C^\perp)_1, (C^\perp)_2, ..., (C^\perp)_s\) and \( C^0_1, C^0_2, ..., C^0_s \) be the linear codes of length \( l \) as above. Under these condition we have:
\[
(C^\perp)_1 = (C^0_s)^\perp, (C^\perp)_2 = (C^0_{s-1})^\perp, ..., (C^\perp)_{s-1} = (C^0_2)^\perp and (C^\perp)_s = (C^0_1)^\perp.
\]

**Proof.** The proof will be done using the method of mathematical induction on \( s \).

1. Base step \( s = 2 \).

In this case we only have \( C^0_1, C^0_2 \) and \((C^\perp)_1, (C^\perp)_2\). Let us now show that \((C^\perp)_2 = (C^0_1)^\perp \) and \((C^\perp)_1 = (C^0_2)^\perp \) by starting with the first equality.

If \( s \in (C^\perp)_2 \) we have \((0, s) \in C^\perp \). For any \( b_2 \in C^0_2 \) there exists \( b_1 \in F^l_q \) such that \((b_1, b_2) \in C \). Therefore we have
\[
0 = (0, s), (b_1, b_2) \geq (0, b_1) + < s, b_2 > = < s, b_2 > .
\]

Since the last equality is true for any \( b_2 \in C^0_2 \) we have \( s \in (C^0_1)^\perp \).
In order to prove the other inclusion let \( s \in (C_1^0)^\perp \). For any \((b_1, b_2) \in C\) we have \( b_2 \in C_1^0 \), therefore \(< s, b_2 > = 0 \). So

\[
< (0, s), (b_1, b_2) >= < 0, b_1 > + < s, b_2 >= 0 + 0 = 0.
\]

Since the last equality is true for any \((b_1, b_2) \in C\) we can say that \((0, s) \in C^\perp\), hence \( s \in (C^\perp)_2 \).

Now it is time to prove \((C^\perp)_1 = (C_2^0)^\perp\). First we will show that \((C^\perp)_1 \subseteq (C_2^0)^\perp\) and then \( \dim((C^\perp)_1) = \dim((C_2^0)^\perp)\).

If \( s \in (C^\perp)_1 \), there exist \( p \in F_q^1 \) such that \((s, p) \in C^\perp\). Since for any \( c_1 \in C_2^0 \) we have \((c_1, 0) \in C\) we can write

\[
0 = < (s, p), (c_1, 0) >= < s, c_1 > + < p, 0 >= < s, c_1 >.
\]

Since the above is true for any \( c_1 \in C_2^0 \) we have \( s \in (C_2^0)^\perp\).

We also have to prove that the dimensions of \((C_2^0)^\perp\) and \((C^\perp)_1\) are the same.

\[
\dim((C^\perp)_1) = \dim(C^\perp) - \dim((C^\perp)_2) = (2n - \dim(C)) - \dim((C_1^0)^\perp),
\]

\[
\dim((C^\perp)_1) = (2n - \dim(C)) - (n - \dim(C_1^0)) = n - (\dim(C) - \dim(C_1^0)),
\]

\[
\dim((C^\perp)_1) = n - \dim(C_2^0) = \dim((C_2^0)^\perp).
\]

2. Let us assume that this theorem is true for any linear code \( W \) with length \( l(s - 1) \).

3. Now we can show the theorem for our linear code \( C \). First we can define the following sets

\[ P = \{(a_1, \ldots, a_{s-1}) \in F_q^{l(s-1)}, \text{ such that } (a_1, \ldots, a_{s-1}, a_s) \in C^\perp, \text{ for some } a_s \in F_q^1\}. \]

\[ B = \{(b_1, \ldots, b_{s-1}) \in F_q^{l(s-1)}, \text{ such that } (b_1, \ldots, b_{s-1}, 0) \in C\}. \]

The following statements are true

(a) \( P, B \) are linear codes of length \( s(l - 1) \) over \( F_q \).

(b) \( \dim(C^\perp) = \dim(P) + \dim((C^\perp)_s) \) and \( \dim(C) = \dim(C_1^0) + \dim(B)\).

The proof of the first one can be done by defining the linear transformation

\[
\eta : C^\perp \to P, \eta(a_1, \ldots, a_{s-1}, a_s) = (a_1, \ldots, a_{s-1})
\]

and applying the rank-nullity theorem.

For the second one we can still apply the same theorem on the linear transformation

\[
\nu : C \to C_1^0, \nu(b_1, b_2, \ldots, b_s) = b_s.
\]
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(c) \( P = B^\perp \) and \((C^\perp)_s = (C^0_1)^\perp\).

The proof of this one can be done in an identical way as in the case of \( s = 2 \).

(d) \( P_1 = (C^\perp)_1, P_2 = (C^\perp)_2, \ldots, P_{s-1} = (C^\perp)_{s-1} \) and \( B_1^0 = C_2^0, B_2^0 = C_3^0, \ldots, B_{s-1}^0 = C_s^0 \). These are obvious from the definitions.

Finally let us define \( W = P^\perp = B \). Since the length of \( W \) is \( l(s-1) \) this theorem is true for \( W \), so

\[(W^\perp)_1 = (W^0_{s-1})^\perp, (W^\perp)_2 = (W^0_{s-2})^\perp, \ldots, (W^\perp)_{s-1} = (W^0_1)^\perp.\]

Therefore

\[(C^\perp)_1 = P_1 = (W^\perp)_1 = (W^0_{s-1})^\perp = (B^0_{s-1})^\perp = (C^0_s)^\perp.\]

In the same way, using \( W \) we can show that

\[(C^\perp)_2 = (C^0_{s-1})^\perp, \ldots, (C^\perp)_{s-1} = (C^0_2)^\perp.\]

This ends the proof of the theorem since from part b) we also have \((C^\perp)_s = (C^0_1)^\perp\).

If we pose some strong condition on \( C \) we can write down \((C^\perp)_1, \ldots, (C^\perp)_s\) in terms of \( C_1, \ldots, C_s \), but before we have the following Lemma.

Lemma 15. If \( C \) is a PQCC with length \( sl \), index \( s \) over some \( F_q \), then \( C^\perp \) is also PQCC with the same length and index over the same \( F_q \).

Proof. The proof is the same way as in the theorem of the dual of a cyclic code.

Theorem 26. Let \( C \) be a PQCC of length \( 2l \), index \( s = 2 \) over some \( F_q \) and \( g \) be the canonical generator of the cyclic code \( C_1 \) as in Definition 20.

Also let us assume that for some \( \alpha \in F_q \) we have \((g, \alpha g) \in C \). Under these conditions we have:

1. If \( \alpha = 0 \) then \((C^\perp)_1 = C^\perp_1 \) and \((C^\perp)_2 = C^\perp_2 \).
2. If \( \alpha \neq 0 \) then \((C^\perp)_1 = C^\perp_1 + C^\perp_2 \) and \((C^\perp)_2 = C^\perp_1 \cap C^\perp_2 \).

Proof. The condition \((g, \alpha g) \in C \) implies that \( C = (C_1, C_2)A \) where

\[A = \begin{pmatrix} 1 & \alpha \\ 0 & 1 \end{pmatrix}.\]

1. When \( \alpha = 0 \) we have that \( C = C_1 \times C_2 \), where \( \times \) represents the Cartesian product of two sets. It is easy to show \( C^\perp = C^\perp_1 \times C^\perp_2 \), hence \((C^\perp)_1 = C^\perp_1 \) and \((C^\perp)_2 = C^\perp_2 \).
2. In the case of $\alpha \neq 0$, we can apply the theorem of the dual of matrix product code, so $C^\perp = (C_1^\perp, C_2^\perp)(A^{-1})^T$. But

$$(A^{-1})^T = \begin{pmatrix} 1 & 0 \\ -\alpha & 1 \end{pmatrix},$$

therefore $C^\perp = \{(d_1 - \alpha d_2, d_2), d_1 \in C_1^\perp, d_2 \in C_2^\perp\}$.

Since $\alpha \neq 0$ it follows that $(C^\perp)_1 = C_1^\perp + C_2^\perp$.

In order to prove $(C^\perp)_2 = C_1^\perp \cap C_2^\perp$ let start with $s \in (C^\perp)_2$, equivalent with $(0, s) \in C^\perp$. So there exist $d_1 \in C_1^\perp, d_2 \in C_2^\perp$ such that $d_1 - \alpha d_2 = 0$ and $d_2 = s$. It follows $s = d_2 = \frac{1}{\alpha} d_1$, so $s \in C_1^\perp \cap C_2^\perp$.

In order to prove the other inclusion let $s \in C_1^\perp \cap C_2^\perp$. If we set $d_1 = \alpha s \in C_1^\perp$ and $d_2 = s \in C_2^\perp$ then $(d_1 - \alpha d_2, d_2) = (0, s) \in C^\perp$. Therefore $s \in (C^\perp)_2$.

After this theorem a question arises. If $C$ is a PQCC of index 2 such that $(g, \alpha g) \in C$ for some $\alpha \in F_q$ and $g$ as above, then is this condition also true for $C^\perp$?

**Theorem 27.** Let $C$ be a PQCC of length $2l$, index $s = 2$ over some $F_q$ and let $g$ be the generator of the cyclic code $C_1$ as above.

Also let us assume that there exists $\alpha \in F_q$ such that $(g, \alpha g) \in C$. If $s$ is the generator of $(C^\perp)_1$ then

$$(s, \beta s) \in C^\perp \text{ for some } \beta \in F_q \text{ if and only if } (g, 0) \in C \text{ or } C_2 \subseteq C_1.$$  

**Proof.** 1. Let us prove this ($\Leftarrow$) direction first.

If $(g, 0) \in C$ then $(g, 0g) \in C$, therefore with no loss of generality we can assume that $\alpha = 0$. It follows $C = (C_1, C_2)I_2 = C_1 \times C_2$, hence $C^\perp = C_1^\perp \times C_2^\perp$, so $(C^\perp)_1 = C_1^\perp$. If we take $\beta = 0$ then

$$(s, \beta s) = (s, 0) \in C_1^\perp \times C_2^\perp = C^\perp.$$  

If $C_2 \subseteq C_1$ we may assume that $\alpha \neq 0$. In this case we will show that $\beta = -\frac{1}{\alpha}$ works just fine.

From the above theorem and the fact that $C_2 \subseteq C_1$ we have $s \in (C^\perp)_1 = C_1^\perp + C_2^\perp = C_2^\perp$.

Since $(g, \alpha g) \in C$, we have $C = (C_1, C_2) \begin{pmatrix} 1 & \alpha \\ 0 & 1 \end{pmatrix}$ from Theorem 21.

Therefore for any $(\alpha_1, \alpha_2) \in C$, there exists $c_1 \in C_1, c_2 \in C_2$ such that $\alpha_1 = c_1$ and $\alpha_2 = \alpha c_1 + c_2$. So we can write
Corollary 2. With all the notations of Theorem 27 we have

\[
\begin{align*}
&< s, \beta s, (a_1, a_2) >=< s, a_1 > + \beta < s, a_2 > = < s, c_1 > + \beta < s, \alpha c_1 + c_2 >, \\
&< s, \beta s, (a_1, a_2) >= < s, c_1 > + \beta \alpha < s, c_1 > + \beta < s, c_2 >.
\end{align*}
\]

Since \( \beta = -\frac{1}{\alpha} \) we have \( < s, c_1 > + \beta \alpha < s, c_1 > = 0 \), furthermore since \( s \in C_2^\perp \) and \( c_2 \in C_2 \) we also have \( < s, c_2 > = 0 \).

So for any \( (a_1, a_2) \in C, < (s, \beta s), (a_1, a_2) > = 0 \). It follows \( (s, \beta s) \in C^\perp \).

2. Now let us prove the other (\( \Rightarrow \)) direction.

In this case it is given that there exists \( \beta \in F_q \) such that \( (s, \beta s) \in C^\perp \).

We have to show either \( C_2 \subseteq C_1 \) or \( (g, 0) \in C \).

**Case 1:** \( \beta \neq 0 \). In this case we will show that \( C_2 \subseteq C_1 \).

Let \( c_2 \in C_2 \) and \( f_1 \in C_1^\perp \) be a random codewords. From the above theorem we can say that \( C_1^\perp \subseteq (C^\perp)_1 \), hence \( f_1 \in (C^\perp)_1 \).

Since \( s \) is the generator of \( (C^\perp)_1 \) and \( (s, \beta s) \in C^\perp \) we have that \( (f_1, \beta f_1) \in C^\perp \), from Corollary 1 of Theorem 19. Note that \( (0, c_2) \in C \) since \( c_2 \in C_2 \), therefore we can write

\[
0 = < (f_1, \beta f_1), (0, c_2) > = \beta < f_1, c_2 >.
\]

Since \( \beta \neq 0 \), we have that for any \( f_1 \in C_1^\perp, < f_1, c_2 > = 0 \) which is equivalent with \( c_2 \in (C_1^\perp)^\perp = C_1 \).

**Case 2:** \( \beta = 0 \), so \( (s, 0) \in C^\perp \). In this case we will show that \( (g, 0) \in C \).

As in the previous theorem we can show that

\[
C^\perp = \{ (d_1 - \alpha d_2, d_2), d_1 \in C_1^\perp, d_2 \in C_2^\perp \}.
\]

Therefore there exist \( d_1 \in C_1^\perp, d_2 \in C_2^\perp \) such that \( d_2 = 0 \) and \( s = d_1 - \alpha d_2 = d_1 \), so \( s \in C_1^\perp \).

Because \( s \) is also the generator of \( (C^\perp)_1 \) and \( C_1^\perp \) is a cyclic code we have that \( (C^\perp)_1 \subseteq C_1^\perp \).

If \( \alpha = 0 \) there is nothing to prove.

If \( \alpha \neq 0 \), from Theorem 26 we have that \( C_1^\perp + C_2^\perp = (C^\perp)_1 \subseteq C_1^\perp \), therefore \( C_2^\perp \subseteq C_1^\perp \) which implies \( C_1 \subseteq C_2 \).

Note that this is not what we want to prove, however from Lemma 11 we have that for any \( \gamma \in F_q \), \( (g, \gamma g) \in C \). If we choose \( \gamma = 0 \) then \( (g, 0) \in C \).

\[ \square \]

We can generalize this theorem even more determining whether or not the above \( \beta \) is unique.
1. If $\alpha$ is unique then: (Note that in this case $C_1 \not\subseteq C_2$)
   
   (a) If $\alpha = 0$ and $C_2 \not\subseteq C_1$ then $\beta = 0$ is unique.
   
   (b) If $\alpha = 0$ and $C_2 \subseteq C_1$ then for any $\beta \in F_q$ we have $(s, \beta s) \in C^\perp$.
   
   (c) If $\alpha \neq 0$ and $C_2 \not\subseteq C_1$ then there is no $\beta \in F_q$ such that $(s, \beta s) \in C^\perp$.
   
   (d) If $\alpha \neq 0$ and $C_2 \subseteq C_1$ then $\beta = -\frac{1}{\alpha}$ is the only scalar in $F_q$ such that $(s, \beta s) \in C^\perp$.

2. If $\alpha$ is NOT unique then: (Note that in this case $C_1 \subseteq C_2$ and for any $\alpha \in F_q$, $(g, \alpha g) \in C^\perp$)
   
   (a) If $C_2 \not\subseteq C_1$ then $\beta = 0$ is unique.
   
   (b) If $C_2 \subseteq C_1$ then for any $\beta \in F_q$ we have $(s, \beta s) \in C^\perp$.

Proof. 1. Let start the proof by assuming $\alpha$ is unique

   (a) Let $\alpha = 0$ and $C_2 \not\subseteq C_1$.
   
   We know from Theorem 27 that if $\alpha = 0$ then $\beta = 0$ works. If we use case 1 of Theorem 26 we also have that $(C^\perp)_1 = C_1^\perp$ and $(C^\perp)_2 = C_2^\perp$.
   
   If we assume by contradiction then $\beta$ is not unique then we can apply Lemma 10 on $C^\perp$. It follows $C_1^\perp \subseteq C_2^\perp$, i.e. $C_2 \subseteq C_1$, which is a contradiction.

   (b) Let $\alpha = 0$ and $C_2 \subseteq C_1$.
   
   As in part a) we have $\beta = 0$ works, $(C^\perp)_1 = C_1^\perp$ and $(C^\perp)_2 = C_2^\perp$. Since $C_2 \subseteq C_1$ implies $C_1^\perp \subseteq C_2^\perp$ we can apply Lemma 11 on $C^\perp$, therefore for any $\beta \in F_q$ we have $(s, \beta s) \in C^\perp$.

   (c) This case is obvious from Theorem 27. Note that since $\alpha \neq 0$ and $\alpha$ unique we have that $(g, 0) \not\in C^\perp$.

   (d) From Theorem 27 we know that if $\alpha \neq 0$ and $C_2 \subseteq C_1$ then $\beta = -\frac{1}{\alpha}$ works.
   
   If we assume by contradiction that $\beta$ is not unique we can apply Lemma 10 on $C^\perp$. It follows that for any $\beta$ including $\beta = 0$ we have $(s, \beta s) \in C^\perp$. But again from Theorem 27 if $\beta = 0$ works then $\alpha = 0$ works too. This contradicts the fact that $\alpha$ is unique.

2. When $\alpha$ is not unique we know form Lemma 10 that for any $\alpha \in F_q$, $(g, \alpha g) \in C$. Here, with no loss of generality we can take $\alpha = 0$, so the proof of sub-cases a) and b) of this case can be done in an identical way as sub-cases a) and b) of case 1.

\[ \square \]

**Theorem 28.** Let $C$ be a linear code with length $sl$ and let $C_1, C_2, ..., C_s$ be the linear codes of length $l$ as in Definition 20. If $C_1 \supseteq C_2 \supseteq ... \supseteq C_s$ and for some non singular by columns matrix $A$ we have $C = (C_1, C_2, ..., C_s)A$, then $(C^\perp)_1 = C_1^\perp$, $(C^\perp)_2 = C_2^\perp$, ..., $(C^\perp)_s = C_s^\perp$. 


Proof. From the structure of matrix \( J_s \) and Theorem 14 we have

\[
C^\perp = (C_1^\perp, C_2^\perp, ..., C_s^\perp)(A^{-1})^T = (C_s^\perp, C_{s-1}^\perp, ..., C_1^\perp)J_s(A^{-1})^T.
\]

Theorem 15 allows us to say that that \( J(A^{-1})^T \) is non-singular by columns matrix, therefore all its principal minors are non-zero. Finally if we apply Theorem 24 we get exactly what we wanted to prove.
8 Multi Cyclic Codes (MCC)

Let $q$ be a prime power and let $m$ be a positive integer. Let us consider the quotient ring

$$R = F_q[x_1, x_2, ..., x_m]/ < x_1^{q-1} - 1, x_2^{q-1} - 1, ..., x_m^{q-1} - 1 >.$$ 

The elements of this quotient ring will be of the form $\sum c_1 x_1^{\alpha_1} x_2^{\alpha_2} ... x_m^{\alpha_m}$, where $\alpha_j = 0, 1, 2, ..., q - 2$ for $j = 1, 2, ..., m$. It is obvious that the number of terms, including those with a zero coefficient in every element of that quotient ring is $(q - 1)^m$.

For some order of the set $\{(\alpha_1, \alpha_2, ..., \alpha_m), \alpha_j \in F_q, j = 1, 2, .., m\} = F_q^m$ we can very easily define an isomorhism of vector spaces $\pi : R \rightarrow F_q^{(q - 1)^m}$, such that any element of the quotient ring is mapped to the codeword build from the coefficients of every $x_1^{\alpha_1} x_2^{\alpha_2} ... x_m^{\alpha_m}$ term taken in order defined before.

**Example 4.** If $q = 3$ and $m = 2$ every element of $F_3[x_1, x_2]/ < x_1^2 - 1, x_2^2 - 1 >$ can be written as $k_0 + k_1 x_1 + k_2 x_2 + k_3 x_1 x_2$. Therefore we can define $\pi : F_3[x_1, x_2]/ < x_1^2 - 1, x_2^2 - 1 > :\rightarrow F_3^4$

such that $\pi(k_0 + k_1 x_1 + k_2 x_2 + k_3 x_1 x_2) = (k_0, k_1, k_2, k_3)$.

**Definition 22.** A linear code $C$ of length $(q - 1)^m$ over $F_q$ is said to be a *Multi Cyclic Code (MCC)* if and only if $\pi^{-1}(C)$ is an ideal of $F_q[x_1, x_2, ..., x_m]/ < x_1^{q-1} - 1, x_2^{q-1} - 1, ..., x_m^{q-1} - 1 >$.

Since $\pi$ is an isomorphism in the following we can identify $C$ with $\pi^{-1}(C)$ with no confusion.

### 8.1 Multi Cyclic Code of length 4 over $F_3$

In this Chapter we find all multi cyclic codes when $q = 3$ and $m = 2$. We call them *Multi Cyclic Code of length 4 over $F_3$*. Since these type of codes will be the only multi cyclic code I will work with, sometimes I will just call them multi cyclic codes.

First I will find all the above MCC that are generated by only one polynomial.

**Theorem 29.** Let $F_3^{(4)}$ and $F_3[x_1, x_2]/ < x_1^2 - 1, x_2^2 - 1 >$ be as above and let $C =\langle k_0 + k_1 x_1 + k_2 x_2 + k_3 x_1 x_2 \rangle$ be a random MCC generated by only one polynomial. Let $\delta$ be a permutation of the set $\{0, 1, 2, 3\}$ and let $C_\delta =\langle k_{\delta(0)} + k_{\delta(1)} x_1 + k_{\delta(2)} x_2 + k_{\delta(3)} x_1 x_2 \rangle$.

*Under theses conditions we have*

$$(c_0, c_1, c_2, c_3) \in C \iff (c_{\delta(0)}, c_{\delta(1)}, c_{\delta(2)}, c_{\delta(3)}) \in C_\delta.$$ 

In other words this theorem tells us that the linear code obtained from some permutation of the coefficients $k_0, k_1, k_2, k_3$ can also be obtained by applying the same permutation on all the codewords of $C$. 


Proposition 4. The following properties are true for the permutation matrix.

Step 1 consists of finding the generator matrix of \( C \). If \( p = p(x_1, x_2) \in C \) then
\[
p(x_1, x_2) = (k_0 + k_1x_1 + k_2x_2 + k_3x_1x_2)(a_0 + a_1x_1 + a_2x_2 + a_3x_1x_2)
\]
for some \( a_i \in F_3, i = 0, 1, 2, 3 \). If we work out this multiplication \( \text{mod}(x_1^2 - 1, x_2^2 - 1) \) we have
\[
p(x_1, x_2) = (k_0a_0 + k_1a_1 + k_2a_2 + k_3a_3) + (k_0a_1 + k_1a_0 + k_2a_3 + k_3a_2)x_1 + (k_0a_2 + k_1a_3 + k_2a_0 + k_3a_1)x_2 + (k_0a_3 + k_1a_2 + k_2a_1 + k_3a_0)x_1x_2.
\]
If \( \theta \in \{0, 1, 2, 3\} \), we have that \( p = (A_0, A_1, A_2, A_3) = (a_0, a_1, a_2, a_3)M_C \) where,
\[
M_C = \begin{pmatrix}
k_0 & k_1 & k_2 & k_3 \\
k_1 & k_0 & k_3 & k_2 \\
k_2 & k_3 & k_0 & k_1 \\
k_3 & k_2 & k_1 & k_0
\end{pmatrix}
\]
So, \( C = \{(a_0, a_1, a_2, a_3)M_C, \ a_i \in F_3, i = 0, 1, 2, 3\} \).

In other word, any element in \( C \) is a linear combination of the rows of \( M_C \). However we cannot claim that \( M_C \) is a generator matrix for \( C \), because its rows may not be linearly independent. In order to find the generator matrix we can find the Reduced Row Echelon Form (RREF) of \( M_C \) and only take the rows with pivots.

Step 2: In this step we will recall some some properties of the permutation matrix.

Definition 23. Let \( \theta \) be some permutation of the set \( \{0, 1, 2, ..., n - 1\} \), where \( n \) is a fixed positive integer. Also let \( e_0 = (1, 0, 0, ..., 0)^T, e_1 = (0, 1, 0, ..., 0)^T, ..., e_{n-1} = (0, 0, ..., 0, 1)^T \) be column matrices with \( n \) rows.

The permutation matrix of the permutation \( \theta \), denoted by \( P_\theta \), is the \( n \times n \) matrix such that its columns in order are \( e_{\theta(0)}, e_{\theta(1)}, ..., e_{\theta(n-1)} \).

Proposition 4. The following properties are true for the permutation matrix.

1. Let \( F \) be a field (not necessary finite) and let \( \theta \) be as above. For any \( (x_0, x_1, ..., x_{n-1}) \in F^n \) we have \( (x_{\theta(0)}, x_{\theta(1)}, ..., x_{\theta(n-1)}) = (x_0, x_1, ..., x_{n-1})P_\theta \).

2. Let \( \alpha, \beta \) be two permutations of the set \( \{0, 1, 2, ..., n - 1\} \). If \( \beta \alpha \) is their composition then \( P_{\beta \alpha} = P_\alpha \cdot P_\beta \).

3. Let \( A \) be an \( n \times n \) matrix with rows in order \( R_0, R_1, ..., R_{n-1} \) and let \( \theta \) be as above.

If \( B \) is the \( n \times n \) matrix such that its rows in order are \( R_{\theta(0)}, R_{\theta(1)}, ..., R_{\theta(n-1)} \), then we can show that \( B = P_\theta^T \cdot A \).

4. For any permutation \( \theta \) we have \( P_\theta^T = P_{\theta^{-1}} = P_{\theta^{-1}} \).
Proof. 1. The first property is a simple matrix multiplication.

2. Thanks to the above property, for any row vector \((x_0, x_1, ..., x_{n-1})\) with real entries we have

\[
(x_0, x_1, ..., x_{n-1})P_\alpha P_\beta = (x_{\alpha(0)}, x_{\alpha(1)}, ..., x_{\alpha(n-1)})P_\beta = \\
(x_{\beta(\alpha(0))}, x_{\beta(\alpha(1))}, ..., x_{\beta(\alpha(n-1))}) = (x_0, x_1, ..., x_{n-1})P_\beta P_\alpha.
\]

The last equality is equivalent to

\[
(P_\beta P_\alpha - P_\alpha P_\beta)^T \cdot \begin{pmatrix} x_1 \\ x_2 \\ ... \\ x_n \end{pmatrix} = 0.
\]

It follows \(\text{Null}(P_\beta P_\alpha - P_\alpha P_\beta)^T = \mathbb{R}^n\), therefore from rank-nullity theorem we have \(\text{rank}(P_\beta P_\alpha - P_\alpha P_\beta)^T = n - n = 0\). Hence \(P_\beta P_\alpha = P_\alpha P_\beta\).

3. This property can be proved by multiplying \(P_\theta^T \cdot A\) in blocks. The blocks of \(P_\theta^T\) would be its entries and the blocks of \(A\) would be its rows.

4. It is easy to see that any permutation matrix is an orthonormal matrix, hence \(P_\theta^T = P_\theta^{-1}\).

From property 2 we can say that \(P_\theta \cdot P_{\theta^{-1}} = P_{\theta^{-1} \theta} = P_{\text{id}} = I_n\). Therefore we also have \(P_\theta^{-1} = P_{\theta^{-1}}\).

\(\square\)

Step 3: In this step I will analyze the rows of the matrix \(M_C\) defined in step 1.

Let \(R_0, R_1, R_2, R_3\) be the rows of \(M_C\) in order and let \(p_1, p_2, p_3\) be the following permutations

\[
p_1 = \begin{pmatrix} 0 & 1 & 2 & 3 \\ 1 & 0 & 3 & 2 \end{pmatrix}, \quad p_2 = \begin{pmatrix} 0 & 1 & 2 & 3 \\ 2 & 3 & 0 & 1 \end{pmatrix}, \quad p_3 = \begin{pmatrix} 0 & 1 & 2 & 3 \\ 3 & 2 & 1 & 0 \end{pmatrix}.
\]

It is obvious that \(R_1, R_2, R_3\) are obtained from \(R_0\) applying respectively the permutations \(p_1, p_2, p_3\). Therefore if we denote with \(P_1, P_2, P_3\) respectively the permutation matrix of \(p_1, p_2, p_3\) we have \(R_1 = R_0 P_1, R_2 = R_0 P_2, R_3 = R_0 P_3\).

Step 4: In this step I will recall a very important property of \(S_4\).

Let \(S_4\) be the set of all permutations of the set \(\{0, 1, 2, 3\}\). We know that \(S_4\) is a group under the usual operation of composition.

Since \(p_1^2 = p_2^2 = p_3^2 = \text{id}\) and for any \(i, j, k \in \{1, 2, 3\}\) pairwise distinct \(p_i p_j = p_j p_i = p_k\) we can conclude that the set \(G = \{\text{id}, p_1, p_2, p_3\}\) is a subgroup of \(S_4\).
We can also check that $G$ is a normal subgroup of $S_4$. If we apply the property of normal subgroups for the permutation $\delta \in S_4$ of this theorem we have $p_1\delta = \delta p_{\gamma_1}$, $p_2\delta = \delta p_{\gamma_2}$ and $p_3\delta = \delta p_{\gamma_3}$. It is easy to check that

$$\gamma = \begin{pmatrix} 0 & 1 & 2 & 3 \\ 0 & \gamma_1 & \gamma_2 & \gamma_3 \end{pmatrix}$$

is a permutation in $S_4$.

**Step 5**: In this step we will find a relation between $M_C$ and $M_{C_\delta}$, where $M_{C_\delta}$ is the matrix obtained from $C_\delta$, in the same way as $M_C$ is obtained from $C$.

If for $C_\delta$ we do the same work we did for $C$ in step 1 we have that

$$M_{C_\delta} = \begin{pmatrix} k_{\delta(0)} & k_{\delta(1)} & k_{\delta(2)} & k_{\delta(3)} \\ k_{\delta(1)} & k_{\delta(0)} & k_{\delta(3)} & k_{\delta(2)} \\ k_{\delta(2)} & k_{\delta(3)} & k_{\delta(0)} & k_{\delta(1)} \\ k_{\delta(3)} & k_{\delta(2)} & k_{\delta(1)} & k_{\delta(0)} \end{pmatrix}$$

Let us define with $R'_0, R'_1, R'_2, R'_3$ the rows of $M_{C_\delta}$ in order. As above it is easy to check that

$$R'_0 = R_0 P_\delta,$$

$$R'_1 = R'_0 P_1 = R_0 P_\delta P_1 = R_0 P_{\gamma_1} P_\delta = R_{\gamma_1} P_\delta,$$

$$R'_2 = R'_0 P_2 = R_0 P_\delta P_2 = R_0 P_{\gamma_2} P_\delta = R_{\gamma_2} P_\delta,$$

$$R'_3 = R'_0 P_3 = R_0 P_\delta P_3 = R_0 P_{\gamma_3} P_\delta = R_{\gamma_3} P_\delta.$$ 

Note that the first relation is true from property 1 of the permutation matrix and the others are true for the relations we have in step 3, step 4 and property 3 of the permutation matrix. Now it is time to evaluate $P_{\gamma}^{-1} M_C P_\delta$.

$$P_{\gamma}^{-1} M_C P_\delta = P_{\gamma}^T M_C P_\delta = P_{\gamma}^T \begin{pmatrix} R_0 \\ R_1 \\ R_2 \\ R_3 \end{pmatrix} P_\delta.$$

From property 3 of the permutation matrix we have that

$$P_{\gamma}^T \begin{pmatrix} R_0 \\ R_1 \\ R_2 \\ R_3 \end{pmatrix} = \begin{pmatrix} R_0 \\ R_{\gamma_1} \\ R_{\gamma_2} \\ R_{\gamma_3} \end{pmatrix},$$

therefore

$$P_{\gamma}^{-1} M_C P_\delta = \begin{pmatrix} R_0' \\ R_{\gamma_1}' \\ R_{\gamma_2}' \\ R_{\gamma_3}' \end{pmatrix} = M_{C_\delta}.$$
So \( M_CP_\delta = P_YM_{C_\delta} \).

**Step 6** Finally it is time to prove the theorem.

Let us prove this \((\Rightarrow)\) direction first. We need to show that if \((c_0, c_1, c_2, c_3) \in C\) then \((c_{\delta(0)}, c_{\delta(1)}, c_{\delta(2)}, c_{\delta(3)}) \in C_\delta\). From step 1 and 2 we can write

\[
(c_{\delta(0)}, c_{\delta(1)}, c_{\delta(2)}, c_{\delta(3)}) = (c_0, c_1, c_2, c_3)P_\delta = (a_0, a_1, a_2, a_3)M_CP_\delta,
\]

for some \(a_0, a_1, a_2, a_3\) in \(F_3\). From step 5 we have

\[
(c_{\delta(0)}, c_{\delta(1)}, c_{\delta(2)}, c_{\delta(3)}) = (a_0, a_1, a_2, a_3)P_YM_{C_\delta} = (b_0, b_1, b_2, b_3)M_{C_\delta} \in C_\delta,
\]

where \((b_0, b_1, b_2, b_3) = (a_0, a_1, a_2, a_3)P_Y\).

Let us prove now the other direction \((\Leftarrow)\). We need to show that if \((c_{\delta(0)}, c_{\delta(1)}, c_{\delta(2)}, c_{\delta(3)}) \in C_\delta\) then \((c_0, c_1, c_2, c_3) \in C\). Using the above properties for \(\theta^{-1}\) we have

\[
(c_0, c_1, c_2, c_3) = (c_{\delta(0)}, c_{\delta(1)}, c_{\delta(2)}, c_{\delta(3)})P^{-1}_\delta = (a_0, a_1, a_2, a_3)M_{C_\delta}P^{-1}_\delta,
\]

for some scalars \(a_0, a_1, a_2, a_3\) in \(F_3\).

From step 5 we can say that \(M_{C_\delta}P^{-1}_\delta = P^{-1}_YM_C\), so finally we have

\[
(c_0, c_1, c_2, c_3) = (a_0, a_1, a_2, a_3)P^{-1}_YM_C = (b_0, b_1, b_2, b_3)M_C \in C,
\]

where \((b_0, b_1, b_2, b_3) = (a_0, a_1, a_2, a_3)P^{-1}_Y\).

\[
\square
\]

Thanks to this theorem and the fact that we are working on \(F_3\) the only multi cyclic codes of length 4 over \(F_3\) generated by one polynomial are the following codes and their permutations.

1. \(C_0 = \langle 1 \rangle\).
2. \(C_1 = \langle 1 + x_1 \rangle\).
3. \(C_2 = \langle 2 + x_1 \rangle\).
4. \(C_3 = \langle 1 + x_1 + x_2 \rangle\).
5. \(C_4 = \langle 2 + x_1 + x_2 \rangle\).
6. \(C_5 = \langle 1 + x_1 + x_2 + x_1x_2 \rangle\).
7. \(C_6 = \langle 2 + x_1 + x_2 + x_1x_2 \rangle\).
8. \(C_7 = \langle 2 + 2x_1 + x_2 + x_1x_2 \rangle\).

**Proposition 5.** We can show that.
8 MULTI CYCLIC CODES (MCC)

1. \( C_0 = F_3^4 \).
2. \( C_1 = \{(a, a, b, b), a \in F_3, b \in F_3\} \).
3. \( C_2 = \{(a, 2a, b, 2b), a \in F_3, b \in F_3\} \).
4. \( C_3 = \{(a, b, c, 2a + 2b + 2c), a \in F_3, b \in F_3, c \in F_3\} \).
5. \( C_4 = \{(a, b, c, 2a + b + c), a \in F_3, b \in F_3, c \in F_3\} \).
6. \( C_5 = \{(a, a, a, a), a \in F_3\} \).
7. \( C_6 = F_3^4 \).
8. \( C_7 = \{(a, a, 2a, 2a), a \in F_3\} \).

Proof. We will do the proof for \( C_4 \) and for the other we can apply the same idea.

Let \( M_{C_4} = \begin{pmatrix} 2 & 1 & 1 & 0 \\ 1 & 2 & 0 & 1 \\ 1 & 0 & 2 & 1 \\ 0 & 1 & 1 & 2 \end{pmatrix} \) be the matrix as described in step 1 of the previous theorem. The rows with pivots of the reduced raw echelon form of \( M_{C_4} \) will give us the basis for \( C_4 \). Since we are working on \( F_3 \) we can find

\[
M_{C_4} \sim \begin{pmatrix} 1 & 0 & 0 & 2 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}
\]

hence the first three rows of the last matrix will form a basis for \( C_4 \). It follows

\[
C_4 = \{(a(1,0,0,2) + b(0,1,0,1) + c(0,0,1,1), a, b, c \in F_3)\},
\]
\[
C_4 = \{(a, b, c, 2a + b + c), a, b, c \in F_3\}.
\]

Next we will show that \( F_3[x]/< x^2_1 - 1, x^2_2 - 1 > \) is principal ideal domain (all its ideals are generated by one element), but before we will find all MCC of length 4 over \( F_3 \) generated by only one polynomial.

From the above theorem, all we have to do is find all the permutations of \( C_0, C_1, ..., C_7 \).

1. It is easy to see that if we permute \( C_0 = C_6 = F_3^4 \) and \( C_5 \) we do not obtain any thing new.

2. Also if we permute \( C_3 \) we do not obtain new linear codes. Recall that \( (a, b, c, d) \in C_3 \) if and only if \( d = 2a + 2b + 2c \). Since we are working in \( F_3 \) the last equality is equivalent to \( a = 2b + 2c + 2d \) which is equivalent to \( b = 2a + 2c + 2d \) which is equivalent to \( c = 2a + 2b + 2d \).
3. It is easy to check that if we permute $C_1$ we obtain the following linear codes
   
   \[ C'_1 = \{(a, b, a, b), a \in F_3, b \in F_3\} \quad \text{and} \quad C''_1 = \{(a, b, b, a), a \in F_3, b \in F_3\}. \]

4. If we permute $C_2$ we obtain
   
   \[ C'_2 = \{(a, b, 2a, b), a \in F_3, b \in F_3\} \quad \text{and} \quad C''_2 = \{(a, b, 2b, 2a), a \in F_3, b \in F_3\}. \]

5. If we permute $C_7$ we have
   
   \[ C'_7 = \{(a, 2a, a, 2a), a \in F_3\} \quad \text{and} \quad C''_7 = \{(a, 2a, 2a, a), a \in F_3\}. \]

6. Finally if we permute $C_4$ we will have
   
   \[ C'_4 = \{(a, b, c, a + 2b + c), a \in F_3, b \in F_3, c \in F_3\} \quad \text{and} \quad C''_4 = \{(a, b, c, a + b + 2c), a \in F_3, b \in F_3, c \in F_3\} \]

   The reason we have no others is the following:

   \[ (a, b, c, d) \in C_4 \text{ is equivalent to } d = 2a + b + c, \quad \text{which is equivalent to } a = b + c + 2d, \quad \text{which is equivalent to } b = a + d + 2c, \quad \text{which is equivalent to } c = a + d + 2b. \]

   Codes $C'_4$ and $C''_4$ cover all the other possibilities.

   So

   \[ \Delta = \{0, F_3^4, C_1, C'_1, C''_1, C_2, C'_2, C''_2, C_3, C_5, C_4, C'_4, C''_4, C_7, C'_7, C''_7\} \]

   is the set of all MCC with length 4 over $F_3$ generated by only one polynomial.

   We can check that $\Delta$ is closed under the addition of vector spaces. As an example lets see what we get if we do $C_1 + C'_1$.

   It is easy to see that a basis for $C_1$ is $B_1 = \{(1, 1, 0, 0), (0, 0, 1, 1)\}$ and a basis for $C'_1$ is $B'_1 = \{(1, 0, 1, 0), (0, 1, 0, 1)\}$.

   In order to find a basis for $C_1 + C'_1$ first we build the matrix

   \[
   M = \begin{pmatrix}
   1 & 1 & 0 & 0 \\
   0 & 0 & 1 & 1 \\
   1 & 0 & 1 & 0 \\
   0 & 1 & 0 & 1
   \end{pmatrix}
   \]

   and apply the reduced raw echelon form on it. If we do that we have

   \[
   M \sim \begin{pmatrix}
   1 & 0 & 0 & 2 \\
   0 & 1 & 0 & 1 \\
   0 & 0 & 1 & 1 \\
   0 & 0 & 0 & 0
   \end{pmatrix}.
   \]

   The first 3 rows of the above matrix will give us a basis for $C_1 + C'_1$. So we have

   \[ C_1 + C'_1 = \{(a(1, 0, 0, 2) + b(0, 1, 0, 1) + c(0, 0, 1, 1), a, b, c \in F_3^3), \]

   \[ C_1 + C'_1 = \{(a, b, c, 2a + b + c), a, b, c \in F_3\} = C_4. \]
Theorem 30. \( F_3[x]/ \langle x_1^2 - 1, x_2^2 - 1 \rangle \) is a principal ideal domain.

Proof. Let \( I \subset F_3[x]/ \langle x_1^2 - 1, x_2^2 - 1 \rangle \) be a random ideal. Since we are working on \( F_3 \),
\( I \) is generated by finite polynomials of \( F_3[x]/ \langle x_1^2 - 1, x_2^2 - 1 \rangle \).
So we have \( I = \langle p_1, p_2, ..., p_s \rangle = \langle p_1 \rangle + \langle p_2 \rangle + ... + \langle p_s \rangle \). Since \( p_i \in F_3[x]/ \langle x_1^2 - 1, x_2^2 - 1 \rangle \) we have \( \langle p_i \rangle \in \Delta \) for any \( i = 1, 2, 3, ..., s \). Because \( \Delta \) is closed under the addition of vector spaces we have \( I \in \Delta \).

We can conclude that \( \Delta \) contains all the multi cyclic codes of length 4 over \( F_3 \).

8.2 Matrix Product Structure and the Dual of MCC of length 4 over \( F_3 \)

It turns out that all the linear codes \( C_0, C_1, ..., C_7 \) defined above, can be written as matrix product of cyclic code of length 2 over \( F_3 \). Let \( V = \{ (a, a), a \in F_3 \} \) and let \( W = \{ (a, 2a), a \in F_3 \} \). Since we are working in \( F_3 \), the above \( V \) and \( W \) are cyclic codes.

Proposition 6. We can show that

1. \( C_0 = C_6 = F_3^4 = (F_3^2, F_3^2) \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right) \).
2. \( C_1 = (V, V) \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right) \).
3. \( C_2 = (W, W) \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right) \).
4. \( C_3 = (F_3^2, W) \left( \begin{array}{cc} 2 & 1 \\ 0 & 2 \end{array} \right) \).
5. \( C_4 = (F_3^2, V) \left( \begin{array}{cc} 1 & 1 \\ 0 & 2 \end{array} \right) \).
6. \( C_5 = (V, 0) \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right) \).
7. \( C_7 = (V, 0) \left( \begin{array}{cc} 1 & 2 \\ 0 & 2 \end{array} \right) \).

Proof. The proof once again will be done for \( C_4 \) and the same idea can be applied for the others.
Since
\[
\dim((F_3^2, V) \left( \begin{array}{cc} 1 & 1 \\ 0 & 2 \end{array} \right)) = 2 + 1 = 3 = \dim C_4
\]
all we have to do is prove that $(F_3^2, V) \left( \begin{array}{c} 1 \\ 0 \\ 2 \end{array} \right) \subseteq C_4$.

Let $(c_1, c_2, c_3, c_4) \in (F_3^2, V) \left( \begin{array}{c} 1 \\ 0 \\ 2 \end{array} \right)$. From the definition of matrix product there exists $(a, b) \in F_3^2$ and $(c, c) \in V$ such that

$$
\begin{pmatrix}
c_1 & c_3 \\
c_2 & c_4
\end{pmatrix} = \begin{pmatrix} a & c \\ b & c \end{pmatrix} \left( \begin{array}{c} 1 \\ 0 \\ 2 \end{array} \right).
$$

So we can write $c_1 = a$, $c_2 = b$, $c_3 = a + 2c$, $c_4 = b + 2c$.

Recall that $(c_1, c_2, c_3, c_4) \in C_4$ if and only if $c_4 = 2c_1 + c_2 + c_3$, but $2c_1 + c_2 + c_3 = 2a + b + a + 2c = 3a + b + 2c = 0 + b + 2c = c_4$.

It turns out that the dual of a MCC of length 4 over $F_3$ is still a MMC of the same length over the same $F_3$. We can show that

1. $(0)^\perp = F_3^4$.
2. $C_1^\perp = C_2$.
3. $(C_1')^\perp = C_2'$.
4. $(C''_1)^\perp = C''_2$.
5. $C_3^\perp = C_5$.
6. $C_4^\perp = C''_7$.
7. $(C_4')^\perp = C_7'$.
8. $(C''_4)^\perp = C_7$.

Example 5. As an example i will prove that $C_4^\perp = C''_7$.

Proof. Since $\dim(C_4) + \dim(C''_7) = 3 + 1 = 4 = \dim(F_3^4)$, it is enough to show that for any $x \in C_4$ and $y \in C''_7$, $\langle x, y \rangle = 0$. Since $x = (a, b, c, 2a + b + c)$ and $y = (d, 2d, 2d, d)$ for some $a, b, c, d \in F_3$ we have $\langle x, y \rangle = ad + 2bd + 2dc + 2ad + bd + dc = 3(ad + bd + cd) = 0$. 
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