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Abstract  

 

 This research explores the biases present in AI algorithms within e-commerce 

recommendation systems, focusing on how these biases prioritize popular, sponsored, 

and private-label products over actual customer preferences. We extend the responsible 

AI discourse by critically examining these biases and their implications for fairness in e-

commerce. To strengthen the current understanding of AI fairness in the fields of 

information systems and computer science, we aim to challenge the assumption that AI 

fairness is objective and the same for everyone. We examine how individual differences, 

such as equity sensitivity and exchange ideology, contribute to users' varied perceptions 

of AI fairness. Through a factorial design survey, we find that customers perceive 

popularity bias as less unfair than sponsored or private-label biases, indicating a possible 

preference for conformity or 'herd behavior.' Further, our findings support the influence 

of exchange ideology, as individuals with higher levels of this trait tend to view 

recommendation systems as more unfair. However, we did not find similar empirical 

support for equity sensitivity trait. Finally, we find that perceived fairness negatively 

influences the distrust towards the recommendation systems. Our findings emphasize that 

addressing customer fairness perceptions is vital for mitigating distrust and enhancing the 

effectiveness of these systems. We conclude by discussing the theoretical contributions to 

the literature on AI and organizational justice and practical recommendations for 

improving the fairness of AI recommendation systems in e-commerce. 

Keywords: Recommendation systems, Artificial Intelligence, Popularity bias, Sponsored 

bias, Private-label bias, Distrust, Perceived fairness, Equity Sensitivity, Exchange 

Ideology.  
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Chapter 1. Introduction 

1.1. Overview  

E-commerce platforms leverage AI-powered recommendation algorithms to 

optimize customer experience by recommending products that they may have overlooked 

or offer them better deals (Tam & Ho, 2006). Companies of global repute, such as 

Amazon and Netflix, are effectively deploying such recommendation systems (Wedel & 

Kannan, 2016). Hosanagar et al. (2013) note that algorithmic product recommendations 

account for more than 35% of Amazon.com's sales, highlighting the significant impact of 

these systems on boosting online sales. According to a recent study by McKinsey Global 

Institute, the automation potential of sales functions stands at 40%, a figure expected to 

rise with technological advancements, particularly in recommendation systems (De Uster, 

2018). Beyond sales augmentation, recommendation systems when employed by e-

commerce platforms play a crucial role in implementing dynamic pricing strategies to 

maximize profitability (Pathak et al., 2010). 

The COVID-19 pandemic has expedited the rise of e-commerce because of 

customers' need for convenience and health safety, and this trend is expected to continue 

in the near future (Brewster, 2022). Due to the significant change in customer 

preferences favoring purchasing products online in 2020, it is projected that e-commerce 

sales will continue to rise at a rate of more than ten percent for the next few 

years (Lebow, 2021). Projections suggest that worldwide e-commerce sales will continue 

to rise, reaching $7.38 trillion by 2025. This would amount to around $23,000 per person 

annually in the US and account for 24.5% of the total retail sales. 



Unraveling Biases and Customer Heterogeneity in E-commerce Recommendation Systems 

 

9 

 

The current antitrust lawsuit against Amazon alleges that the e-commerce giant 

has engaged in unfair methods and practices, such as manipulating product 

recommendation algorithms, purportedly to enhance its profitability and revenue stream 

(The New York Times, 2023; Politico, 2023; The Verge, 2023; Federal Trade 

Commission, 2023). This antitrust lawsuit alleges that earlier, the Amazon e-commerce 

platform provided product recommendations based on customer search queries and 

preferences (also known as organic or neutral recommendations); however, recent 

developments indicate that the platform is now suggesting product that may not match 

customer preferences, are expensive sponsored products, and pushes organic search 

results below such products1. Beyond e-commerce platform favoring sponsored products, 

the lawsuit also claims that the company promotes its private-label products (products 

offered under its own brand name), creating an uneven playing field for third-party 

products competing against its own. The overall claim is that these recommendation 

biases in form of promoting private-label and sponsored products harm customers' 

interests. However, there is a dearth of research to determine how customers perceive 

these unfair strategies used by e-commerce companies in their recommendation 

algorithms. 

In addition to the biases discussed above, another significant issue faced by 

customers using e-commerce platforms is the apparent prevalence of popularity bias on 

such platforms. This bias occurs when products that are popular, such as best-sellers, are 

recommended, which leads to overshadowing an extensive assortment of less popular 

 
1 FTC antitrust lawsuit against Amazon; available online (date accessed: November 6, 2023) 

https://www.ftc.gov/system/files/ftc_gov/pdf/1910129AmazoneCommerceComplaintPublic.pdf 

https://www.ftc.gov/system/files/ftc_gov/pdf/1910129AmazoneCommerceComplaintPublic.pdf
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items that do not receive sufficient recognition and may be of interest to the customers 

(Abdollahpouri et al., 2017; Klimashevskaia et al., 2023). E-commerce companies often 

favor popular products, and such favoritism can cause problems because less popular or 

long-tail products are equally important for understanding what customers really like. 

The popularity bias exploits customers’ weakness of herd behavior which indicates that 

we associate popularity with quality when making decisions (Ciampaglia et al., 2018).  

When e-commerce algorithms learn about customers’ preferences, they should prioritize 

products based on customer preferences rather than focusing on popular product 

recommendations (Abdollahpouri et al., 2019; Nguyen et al., 2014; Resnick et al., 2013). 

On an e-commerce platform affected by popularity bias, lesser-known organic products 

that meet customer preference are pushed below popular products. Nevertheless, there is 

a lack of research examining how customers perceive the popularity bias. 

Customers may perceive e-commerce recommendation systems as unfair when 

recommendation algorithms prioritize popular, sponsored, or private-label products, 

leading to a biased shopping experience. The perception of fairness plays an essential role 

in how individuals make decisions (Fehr & Schmidt, 1999; Shin, 2021; Sharma et al., 

2023). This highlights that understanding fairness perception is critical in e-commerce 

systems, as it potentially impacts users’ distrust towards such systems. In the realm of e-

commerce, fairness is based on the principle that each customer should be treated equally 

and without any bias. This is crucial for establishing trust and sustaining a fair connection 

between e-commerce platforms and their customers (Shin, 2021). The customers’ 

perception of fairness is of utmost importance as it directly impacts the adoption of new 

systems and their distrust of such systems (Shin, 2021). The emphasis on users’ 
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perceived fairness highlights the need to evaluate system fairness based on their 

subjective opinion of fairness rather than solely relying on quantifiable outcomes (Hinz et 

al., 2011). Therefore, in this study, we investigate how individuals perceive fairness of 

different recommendation systems biases. 

Information systems (IS) and computer science (CS) literature assumes that 

algorithmic fairness is an objective concept and is the same for everyone; however, 

organizational justice literature has shown that individuals perceive fairness differently 

(Mehrabi et al., 2021; Scot & Colquitt, 2007). The examination of individual variations in 

sensitivity to fairness in organizational behavior has garnered considerable attention, 

particularly in comprehending how individuals perceive fairness and injustice within 

organizations (Bourdage et al., 2018; Davlembayeva et al., 2021). Equity sensitivity, a 

unidimensional personality trait, elucidates the intricate manner in which individuals 

respond to instances of organizational injustice (Bourdage et al., 2018). Prior research on 

AI fairness has commonly taken a uniform perspective on system fairness, assuming that 

all users see a system as either fair or unfair in the same way. These studies have 

primarily examined how users perceive the fairness of recommendation systems (Shin 

2020, 2021). However, there is still a gap in our understanding that necessitates a more 

thorough investigation, both in theory and through empirical research, of how equity 

sensitivity influences the fairness of AI-driven recommendation systems.   

According to Scott and Colquitt (2007), equity sensitivity is a continuum that 

describes traits of individuals, from being kind and generous to feeling deserving and 

entitled. Huseman et al. (1987) elaborate on how individuals with a benevolent nature are 
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inclined to tolerate unfair events when they get lesser rewards in comparison to others. 

On the contrary, entitled individuals seek rewards, surpassing those who put in the same 

amount of effort. Equity-sensitive individuals who value fairness strive to earn rewards 

that are proportionate to their contributions. We propose that the perception of fairness in 

e-commerce recommendations depends on how one fits on the continuum of equity 

sensitivity. Specifically, a benevolent customer may view a recommendation system as 

fairer compared to an entitled customer. Due to the lack of clarity on this intricate link 

between equity sensitivity and perceived fairness in the current body of literature, we are 

driven to conduct research and address this gap within the realm of e-commerce 

recommendation systems.    

Along the lines of equity sensitivity, exchange ideology measures individuals' 

preferences in an exchange transaction. While customers typically expect a fair exchange, 

some may favor being generously rewarded, while others may be willing to accept a less-

than-expected return. Consideration of exchange ideology may also help understand the 

variations in customer fairness perceptions in online transactions. The concept of 

exchange ideology evaluates an individual's level of sensitivity towards fairness in 

exchange scenarios (Scott & Colquitt, 2007). Nevertheless, there is a paucity of research 

examining the impact of exchange ideology on perceived fairness in the context of 

recommendation systems. We address this important literature gap.  

Previous studies suggest that trust and distrust constructs are not simply 

opposites; instead, they can coexist, and both significantly affect how people interact with 

each other and within organizations (Benamati et al., 2006; Connelly et al., 2012; 
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Dimoka, 2010; Komiak & Benbasat, 2008; Ou & Sia, 2010). Distrust is a widespread 

issue that arises from perceived breaches of trust. Its implications affect both personal 

behavior and broader societal interactions (Wang et al., 2018).  

In the context of e-commerce, distrust is just as important as trust, and it plays a 

unique and significant role in the e-commerce environment. The effect of distrust extends 

beyond simple low trust levels, significantly influencing customer behavior and the 

dynamics of e-commerce transactions (Moody et al., 2014; Wang et al., 2018; Lee et al., 

2015). The significance of distrust in the e-commerce marketplace is highlighted by its 

direct impact on business outcomes, where skepticism towards digital systems, like 

recommendation engines, can lead to reduced customer engagement. This, in turn, can 

harm a brand's reputation and potentially lead to legal issues (Cho, 2006; Shin, 2021). 

While the concept of distrust has been introduced in the prior literature recently, its 

significance within the realm of AI-based recommendation systems remains largely 

unexplored (Wang et al., 2018). 

Although trust has been studied in the context of recommendation systems, 

distrust is a more suitable construct in the context of biased recommendation systems. 

Individuals who perceive a recommendation system as unfair will probably have higher 

distrust towards such a system. Recognizing this distinction is crucial for understanding 

customer behavior, especially in situations where distrust, seen as an anticipation of 

unfair actions, influences their interactions with e-commerce platforms (Lewicki et al., 

1998; McKnight & Choudhury, 2006; Sitkin & Roth, 1993; Wang et al., 2018).  
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1.2. Research Questions  

 

This research efforts aim to study how distrust towards e-commerce platforms is 

influenced by perceptions of fairness of biased recommendations, as well as the degree to 

which individual characteristics such as exchange ideology and equity sensitivity affect 

these views. Given the growing dependence on algorithmic decision-making in e-

commerce settings and the possible effects it may have on customer behavior, this 

investigation is essential. Based on the preceding discussion, the following research 

questions arise: 

RQ1: How do different biases in e-commerce recommendation systems impact perceived 

fairness?   

RQ2: How does customers’ perceived fairness of recommendation systems impact their 

distrust of e-commerce platforms? 

RQ3: How do customers’ equity sensitivity and exchange ideology impact their perceived 

fairness of recommendation systems employed by e-commerce platforms? 

1.3. Contributions   

 

This study finds that customers perceive popularity bias in recommendation systems 

relatively less unfair than the other two biases, i.e., sponsored and private-label bias. It 

found no support for the hypothesis that individuals with higher equity sensitivity (on the 

entitled side) perceive recommendation systems as less fair than individuals with lower 

equity sensitivity (on the benevolent side). However, individuals with a strong exchange 

ideology find recommendation systems less fair than individuals with a weak exchange 

ideology. Finally, the study finds that the perceived fairness of individuals towards 

recommendation systems is negatively related to their distrust of such systems.  
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This study contributes to the field of AI ethics and equity by highlighting how the 

personality trait - exchange ideology affect perceptions of fairness in recommendation 

systems (Scott & Colquitt, 2011). Additionally, it uncovers a connection between herd 

behavior and the perception of algorithmic biases, offering insights into how individuals 

identify and react to various types of biases (Sun, 2013; Feng, 2022). Further contributing 

to the literature on trust in information systems, our research underscores the importance 

of considering distrust as an important outcome construct when examining the impacts of 

algorithmic biases (Shin, 2021).  Further, by segmenting customers based on how they 

perceive fairness, and including factors like exchange ideology, e-commerce platforms 

can develop tailored strategies for different customer interactions. This approach may 

reduce distrust towards these platforms, ensuring a more personalized and satisfactory 

customer experience.  
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Chapter 2. Literature Review  

This literature review presents a comprehensive analysis of recommendation fairness and 

biases in the fields of Information Systems (IS), Computer Science (CS), and business, 

highlighting the research gaps in extant literature. Subsequently, we provided an 

overview of the existing literature on distrust in recommendation systems, along with 

studies on equity sensitivity and exchange ideology. Figure 1 highlights the 

multidisciplinary nature of our research by showing the primary focus of our work, which 

is situated at the intersection of three important streams of literature: recommendation 

systems, responsible AI and e-commerce. Recommendation systems are a core 

component of e-commerce platforms, using algorithms to suggest products to customers 

based on various factors like past purchases, browsing history, and user preferences. 

Responsible AI, on the other hand, encompasses ethical considerations and fairness in the 

development and deployment of AI technologies, including recommendation systems. By 

positioning e-commerce within the intersection of these two areas, we are not only 

focusing on how e-commerce platforms leverage algorithms to influence customer 

behavior but also on the broader implications of these systems related to fairness, bias, 

and ethical responsibility (Vassilakopoulou et al., 2022).  

 

Figure 1 Literature gap 
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2.1. Recommendations Systems in IS Research 

Prior research in the field of Information Systems (IS) primarily aimed to enhance 

the functionality, accuracy, and usefulness of recommendation systems (Alamdari et al., 

2020; Fayyaz et al., 2020). Over time, recommendation systems in IS have evolved from 

simple content-based models to complex systems that employ advanced algorithms to 

deliver sophisticated recommendations. The application of artificial intelligence (AI) in 

recommendation systems has significantly improved their efficiency, resulting in product 

recommendations that are better aligned with customer preferences (Dash et al., 2021). 

While the existing body of research on recommendation systems has greatly 

enriched our understanding, a significant gap remains in exploring recommendation 

system biases in the context of e-commerce (Zang and Jin, 2021; Fayyaz et al., 2020; 

Dast et al., 2021; Shin, 2021). Extending the previous studies on AI-powered 

recommendation systems (Xiao and Benbasat, 2015; Peng et al., 2023; Adomavicius et 

al., 2018; Wang & Wang 2019; Wang et al., 2018; Sharma et al., 2023), the goal of our 

study is to investigate how algorithmic recommendation biases impact individuals’ 

perception of fairness based on their personality traits. 

2.2. Perceived Fairness  

The role of perceived fairness is crucial as it significantly influences user trust, the 

perceived utility of algorithms, and overall satisfaction with the system, as evidenced by 

studies like those by Shin & Park (2019) and Shin et al. (2020). Shin et al. (2020) further 

explored how individuals' perceptions of fairness affect their experiences and attitudes 

toward the algorithm. Foundational research by Dwork et al. (2012) and Hajian et al. 

(2016) has highlighted key influencing factors such as transparency, accountability, and 
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the importance of providing explanations for algorithmic decisions. These elements were 

also emphasized by Diakopoulos (2016) and Binns (2018) as critical for enhancing user 

understanding and trust in algorithmic systems. 

While prior studies have focused on developing behavioral models to discern the 

antecedents and consequences of perceived fairness, a critical dimension remains largely 

unexplored: the impact of specific types of biases in recommendation systems—such as 

popularity bias, sponsored bias, and private-label bias—on the perceived fairness among 

e-commerce customers. Furthermore, there is a need to investigate how individual 

differences, such as equity sensitivity and exchange ideology, modulate perceptions of 

fairness in the context of e-commerce recommendations. These individual-level factors 

could significantly influence how users interpret and respond to the fairness of 

algorithmically generated recommendations. 

2.3. Recommendation Fairness and Biases  

 

The inclusion of AI introduces potential challenges such as lack of transparency, 

and concerns regarding the diversity and fairness of the recommendations made (Li et al., 

2021; Shin, 2021). When examining the ethical dilemmas associated with AI-powered 

recommendation systems, key concerns such as bias and fairness stand out (Dash et al., 

2021; Shin, 2021; Wang et al., 2018; Abdollahpouri et al., 2019). To promote fairness in 

these intelligent systems, it is essential to thoughtfully design algorithms and scrutinize 

data sources, thereby mitigating biases that may unfairly favor certain user groups or 

products (Li et al., 2021). 

The concept of fairness has recently gained significant importance in the field of 

artificial intelligence, evidenced by a growing body of literature (Shin, 2021; Dash et al., 
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2021; Wang et al., 2018, Abdollahpouri et al., 2017; Klimashevskaia et al., 2023; Sharma 

et al., 2023). Recent studies on algorithmic bias have adopted two fundamental 

frameworks: individual fairness and group fairness (Binns, 2020; Mukherjee et al., 2020; 

Fleisher, 2021). Individual fairness requires treating similar individuals in a comparable 

way. However, precisely defining this concept is challenging due to the absence of 

agreement on metrics for measuring individual similarity. In artificial intelligence, 

fairness is the belief that individuals should be treated similarly, yet determining and 

quantifying individual similarity can be difficult because there isn't consensus on specific 

requirements. 

In computer science (CS), recommendation fairness is generally viewed as an 

objective concept (Mehrabi et al., 2021). However, studies in organizational justice 

indicate that perceptions of fairness vary significantly among individuals, challenging 

this objective view (Scott & Colquitt, 2007). To better understand these variations, we 

leveraged the constructs such as equity sensitivity and exchange ideology from the 

literature on organizational justice, which help in understanding the disparities in 

perceived fairness (Scott & Colquitt, 2007). The marketing literature on equity sensitivity 

and exchange ideology provides valuable insights into customer behavior and 

organizational dynamics. Wheeler (2002) found a direct correlation between equity 

sensitivity and cultural values such as collectivism, femininity, and power distance for a 

diverse sample within the United States. Scott and Colquitt (2007) discovered that 

exchange ideology significantly influences the link between justice and outcomes, unlike 

equity sensitivity, highlighting the complex role of individual traits in organizational 

contexts. King and Miles (1994) also noted a correlation between equity sensitivity and 
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various personality attributes, including exchange ideology, suggesting a nuanced 

interplay between these concepts.  

 Our literature review highlights the significance of responsible AI, which aligns 

with the broader implications of algorithmic decision-making in e-commerce platforms. 

The study focuses on the intersection of recommendation systems and responsible AI. Its 

goal is to contribute to the discussion on distrust and the ethical use of AI technologies in 

improving customer experience. It also aims to ensure fairness and diversity in 

recommendations.   

The topic of fairness in intelligent decision-making systems, especially in 

recommendation systems, has gained substantial attention (Ge et al., 2021; Wang et al., 

2023; Li et al., 2021). This growing attention reflects the multifaceted nature of fairness, 

a concept that spans various disciplines and is context dependent. Fairness, also known as 

organizational justice, has been prominent in organizational behavior and management 

research. A seminal work by Adams (1965) laid the groundwork for critical concepts like 

equity theory and procedural justice theory. This research delved into the mechanics of 

exchange processes in human interactions, highlighting their significance in driving 

motivations and behaviors. Adams’ theory emphasizes the critical role of viewing social 

exchanges from the perspective of relative deprivation and gratification. These factors are 

essential in forming perceptions of fairness and unfairness. 

Although Adams' work offers foundational insights, it mainly focuses on 

interpersonal and organizational settings. Extending this work to the realm of 

recommendation systems and algorithmic fairness brings about distinct challenges and 

considerations. Fairness must be reconceptualized in the realm of recommendation 
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systems to accommodate the complexities of algorithmic decision-making, where data-

driven algorithms replace human-like exchange processes. This shift necessitates a 

reevaluation of traditional fairness theories. In AI-based systems, fairness is often 

associated with mitigating biases that can arise due to algorithmic processing. Our study 

focuses on three specific types of biases: popularity bias, sponsored bias, and private-

label bias. These biases represent distinct challenges in ensuring fairness. 

Dash et al. (2021) studied biases in Amazon's recommendation systems, 

highlighting an over-representation of Amazon's private-label and sponsored product 

recommendations. In our study, we aim to broaden the investigation of biases within e-

commerce systems, extending the research by Dash et al. (2021). Their study found an 

over-presence of Amazon's proprietary brands and sponsored product recommendations. 

Our study extends this research and seeks to examine how these biases impact perceived 

fairness and distrust towards such platforms. We also emphasize the need for further 

comprehensive investigations into biases across different e-commerce platforms. We 

present a clear distinction between biases, such as popularity bias, sponsored bias, and 

private-label biases, and examine how these biases affect the fairness and distrust of e-

commerce recommendation algorithms.  

While Shin’s (2021) research demonstrates a relationship between perceived 

fairness and trust, it does not consider the potential impact of individual traits, such as 

exchange ideology and equity sensitivity, on this relationship. We extend these findings 

and investigate the crucial role that perceived fairness plays in either fostering or 

diminishing customer distrust. 
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2.3.1. Popularity Bias 

 

Popularity bias presents a significant challenge in recommendation systems, 

wherein a recommendation system disproportionately favors more popular items such as 

best-sellers products and consequently neglects users' preference for lesser-known, niche 

offerings ( Abdollahpouri et al., 2019; Wei et al., 2021; and Klimashevskaia et al., 2023). 

Recommendation algorithms on these platforms significantly contribute to ranking 

inconsistencies by favoring already popular products, which can disadvantage newer or 

lesser-known items (Cheng et al., 2011; Harvey, 2003; Ransom, 2010; Yang & Ghose, 

2010; Zhang et al., 2021). Furthermore, when recommendation systems favor certain 

products, it can result in unfair advantages, pushing down organic products for the 

customers (Wang & Wang, 2019). Our study investigates how popularity bias impacts 

customer views of fairness, comparing it to other biases to shed light on the broader 

consequences of algorithmic biases in e-commerce contexts. 

2.3.2. Sponsored Bias 

 

As e-commerce platforms continue to evolve, sponsored product 

recommendations have become an integral part of the customer experience. Prior studies 

have explored the growing influence of such products on e-commerce recommendation 

systems (Dash et al., 2021; Wang et al., 2018; Xiao and Benbasat, 2015; Wang et al., 

2018; Ricci et al., 2011; PricewaterhouseCoopers, 2017). Such recommendation systems 

often prioritize sponsored products that may not match customer interests (Animesh et 

al., 2007; Guijarro et al., 2015). This shift towards pay-for-placement strategies by e-

commerce platforms, where sponsors compete for prominence in recommendation lists, 

raises concerns among customers (Katona & Sarvary, 2010).  
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Extant literature in the field of algorithmic fairness has typically concentrated on 

eliminating bias based on demographic factors such as race, gender, or age (Dwork et al., 

2012). However, the concept of sponsored product bias introduces a different dimension, 

where biases are introduced not by inherent algorithmic flaws but by commercial 

influences (Lee et al., 2019). Our research focuses on the bias within recommendation 

systems that preferentially boost sponsored products, disregarding whether these products 

are the best match for the customer’s stated preferences. While sponsored products may 

not inherently be of lower quality, their prioritization may not be aligned with customer 

preferences (Krishnasamy et al., 2015). The significance of this bias highlights the need 

for managers to be aware of its potential effects on customer perceived fairness of the 

recommendation platforms (Kramer et al., 2013; Guijarro et al., 2015).  

 E-commerce platforms like Amazon display sponsored products, even though 

these sponsored products do not fulfill the specific user criteria (Wang and Wang, 2018; 

Wang et al., 2019). These studies also highlight the typical practice of websites like 

Expedia.com ranks sponsored items prominently at the top of search and 

recommendation listing, which is observed across different platforms. Although this 

stream of research has explored sponsored products, they have not compared its effect 

with other biases.   

2.3.3. Private-Label Bias 

 

Platform-owned private-label products often receive preferential treatment due to 

the financial incentives of the platforms (Dash et al., 2021). This leads to the bias toward 

private-label products when algorithms disproportionately promote these products 

compared to the products that would potentially meet customers’ preferences (Dash et al., 
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2021). An example is when Amazon allegedly limits its “Tier 1 Competitors” from 

advertising on its platform, specifically when users seek its private-label devices, such as 

Fire TV or Echo Show (Mattioli et al., 2020). 

Considering these concerns, regulatory bodies are increasingly considering 

interventions. For instance, the Indian government has enforced legislation to ensure fair 

treatment of all sellers on digital platforms (Press Information Bureau, 2018), and the 

European Commission has launched an antitrust investigation into Amazon's practices 

with independent vendors (White & Bodoni, 2020). U.S. regulators have raised similar 

concerns, indicating global scrutiny of online marketplace practices. 

While previous studies have focused primarily on specific platforms (Dash et al., 

2021; Abdollahpouri et al., 2019; Shin, 2021), our goal in this research is to gain a 

thorough understanding of how these biases affect users' perceptions of fairness and 

subsequently their lack of trust in the platforms. 

2.4. Distrust   

Trust and distrust have been extensively explored in academic research as critical 

constructs, with their interplay profoundly affecting user perceptions and behaviors. 

Building on the foundational work by Barber (1983) and Rousseau et al. (1998), which 

posits distrust as the conceptual opposite of trust, subsequent studies have delved deeper 

into these dynamics. Mayer et al. (1995) noted that a decrease in trust typically signals 

the emergence of distrust. This relationship was further expanded by Lewicki and Bunker 

(1996), who underscored the influence of communication, exchange, and perceived 

benevolence on the development of trust and distrust in interpersonal contexts. Dirks and 

Ferrin (2001) extended this understanding to organizational settings, emphasizing the 
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critical role of trust and distrust in shaping employee relationships and organizational 

outcomes. 

In the context of algorithm-based recommendation systems, trust is defined as the 

confidence users place in the system's ability to provide reliable information (Wang & 

Wang, 2019). Conversely, distrust arises from goal and value inconsistencies between the 

user (trustor) and the system (trustee) (Connelly et al., 2012; Hardin, 2004; Lewicki et al., 

1998; Wang et al., 2019). The early research by Luhmann (1979) and Kahneman & 

Tversky (1979) laid the foundational understanding of trust and distrust as distinct 

constructs with their own positive and negative connotations, respectively. This idea was 

further solidified by Cacioppo & Berntson (1994) and Cacioppo et al. (1997), who 

demonstrated through their work that positive and negative evaluations are separate 

processes, each characterized by its own precursors and consequences, thus reinforcing 

the conceptual division between trust and distrust. 

In Information Systems (IS), distrust has been identified as a pivotal element 

impacting user behavior and decision-making. McKnight et al. (2002) addressed distrust 

in e-commerce, highlighting security and privacy concerns as critical determinants of 

customer trust and distrust in online transactions. Despite extensive research in this area, 

gaps still need to be filled in our understanding of the complexities of distrust, its 

development, and strategies for mitigation. 

Recent studies, such as Wang et al. (2018), have investigated the impact of 

sponsorship bias in recommendation systems—with and without disclosure—on user 

trust and distrust. They explored how psychological contract violation mediates this 

relationship and contributed to understanding the differential patterns in trust 
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improvement and distrust mitigation in recommendation systems. The persistence of 

distrust, especially once established, present challenges in its elimination (Connelly et al., 

2012; Dirks & Skarlicki, 2004). Various factors, including perceived biases, lack of 

transparency, privacy concerns, and personalization flaws, shape distrust toward e-

commerce recommendation systems. Addressing these concerns reduces customers’ 

distrust and ensures successful e-commerce transactions. 

Gorgoglione et al. (2019) noted that perceived biases in recommendation 

algorithms often lead to user distrust, emphasizing the importance of understanding user 

perceptions and responses to these biases. Inaccuracies in personalized recommendations 

are another significant source of customer distrust, highlighting the need for improving 

algorithmic precision to restore and maintain user confidence. Existing literature 

extensively explores trust in various contexts, yet a significant gap remains in 

understanding how online shoppers perceive and respond to algorithmic biases in 

recommendation systems and how these biases influence their distrust.  

2.5. Equity Sensitivity  

Equity sensitivity is a key concept in Adams's (1965) equity theory and has been 

extensively studied in organizational behavior. This theory, which finds its foundation in 

social comparison and exchange theories, posits that individuals assess fairness based on 

the ratio of their inputs (such as effort, time, and energy) to outputs (like rewards) in 

comparison to others (Adams, 1963, 1965). While there has been an extensive 

exploration of equity sensitivity within organizational behavior contexts (e.g., Scott & 

Colquitt, 2007; Bourdage et al., 2018; Sauley & Bedeian, 2000; O'Neill & Mone, 1998; 
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Kickul & Lester, 2011), its role in information systems, especially AI-driven 

recommendation systems, is underexplored. 

The construct of equity sensitivity (ES) has recently emerged as a significant 

factor in retail and marketing literature, shedding light on its impact on customer 

behavior and attitudes, especially toward sales promotions (Fam et al., 2021). Benevolent 

individuals, characterized by their tolerance for under-reward situations and placing more 

importance on the work (input) than on pay (rewards), exhibit more positive reactions 

and satisfaction in response to sales promotions compared to those with entitled traits, 

who prefer receiving more than they contribute and place greater importance on pay 

(King et al., 1993; Kickul & Lester, 2001). Research by Fam et al. (2021) further 

demonstrates how equity sensitivity influences customer attitudes in retail environments. 

This finding underscores the importance of understanding different customer segments' 

nuanced preferences and reactions in retail settings (Fam et al., 2021). However, since 

this study is predominantly focused on walk-in customers in Hong Kong using a 

shopping mall-intercept method, it presents a limitation regarding the broader 

applicability of its conclusions, including digital platforms (Fam et al., 2021).  

Shin (2020) explored how explainability and causability in AI impact user trust 

and attitudes, emphasizing the importance of AI systems being interpretable and 

understandable from a human factors perspective. Shin (2021) conducted a different 

study to investigate how users perceive algorithmic decisions made by personalized AI 

systems. The study focused on how users' perceptions and trust are shaped by fairness, 

accountability, transparency, and explainability. While previous research has 

concentrated on evaluating the perceived fairness of recommendation systems (Shin, 
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2020; 2021), empirical investigations into how equity sensitivity impacts the fairness of 

AI-based recommendation systems have yet to be done.  

Our study addresses the above gap by exploring the concept of equity sensitivity 

within the realm of AI-based recommendation systems on e-commerce platforms. This 

research is crucial today when digital interactions are increasingly personalized and 

influential in shaping customer decisions. By shifting the focus from traditional retail 

environments to e-commerce, we seek to understand how customers react to AI-driven 

recommendations and whether the findings of equity sensitivity observed in physical 

retail settings translate to online environments. Our study will provide insights into the 

interplay between AI-based personalization and customer equity sensitivity traits, 

offering a fresh perspective on customer behavior in the digital age. By bridging 

organizational behavior theories with information systems practice, this study contributes 

to a more nuanced comprehension of user interactions with AI-based systems, 

particularly regarding fairness perceptions. 

2.6. Exchange Ideology  

Exchange ideology, a concept rooted in social exchange theory, has been a focal 

point in organizational behavior research, particularly in exploring individuals' attitudes 

and beliefs within social exchange relationships (Cropanzano & Mitchell, 2005). 

Originating from the seminal works of Homans (1958) and Blau (1964), social exchange 

theory suggests that expectations of reciprocity and mutual benefit drive social 

interactions. Eisenberger et al. (1986) expanded on this by positing that individuals with a 

strong exchange ideology are firmly committed to the norm of reciprocity, believing in 

reciprocating assistance to those who have aided them. 
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The significance of exchange ideology extends to perceptions of organizational 

fairness. Scott & Colquitt (2007) suggested that individuals with a strong exchange 

ideology may be more impacted by fair treatment than those with a weaker orientation 

towards exchange. Cropanzano and Mitchell (2005) further studied the role of exchange 

ideology in shaping employees' attitudes and behaviors in corporate environments. Their 

seminal work underscores the influence of social exchange principles, such as trust, 

reciprocity, and fairness, on workplace outcomes. While our current study of customer 

interactions with recommendation systems aligns somewhat with existing research, our 

primary objective is to investigate how the exchange ideology trait of customers 

influences their perceived fairness towards these systems.  

Blau and Boal (1989) explored the relationship between psychological contracts, 

closely tied to exchange ideology and their influence on employee attitudes and 

behaviors. This work highlighted the dynamic nature of psychological contracts and their 

relevance in understanding the reciprocal interactions between employees and 

organizations. Additionally, Settoon and Mossholder (2002) examined the role of 

organizational support in shaping individuals' exchange ideologies. Their research 

emphasized how perceived organizational support influences exchange ideologies, 

subsequently impacting job performance and organizational commitment. 

Despite thorough research into exchange ideology within organizational fairness 

and employee reactions, there's a significant gap in applying these concepts to e-

commerce recommendation systems. We lack a clear understanding of how customers' 

exchange ideologies affect their views on the fairness of recommendations made by these 

systems. Filling this research gap is crucial for a comprehensive understanding of e-
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commerce interactions and for discerning how exchange ideology influences customer 

response to recommendation systems.  
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Chapter 3. Theory and Hypothesis Development  

3.1. Psychological Contract Violation (PCV) Theory 

The Psychological Contract Violation (PCV) theory, as proposed by Rousseau 

(1989), plays a critical role in understanding the dynamics of social exchange 

relationships. It centers on psychological contracts in which individuals hold beliefs 

about reciprocal obligations and expect benefits within these relationships. A discrepancy 

between the expectations set by the psychological contract and the actual outcomes 

constitutes a psychological contract breach or violation (Topa et al., 2022). Such breaches 

often precipitate a range of attitudinal and behavioral responses, including anger, distress, 

and feelings of betrayal (Deng et al., 2018; Wiechers et al., 2022; Wang and Wang, 

2019). 

Recent research has delved into the complexities of psychological contract 

breaches within the context of algorithmic management, contrasting these with traditional 

interactions involving human agents. This line of inquiry investigates how perceptions of 

psychological contract breaches differ when managed by algorithms versus human agents 

and the subsequent outcomes of these perceptions (Pavlou and Gefen, 2005; Wang and 

Wang, 2019). It is especially relevant in the context of recommendation systems, where 

there is an inherent expectation for unbiased recommendations that prioritize customer 

interests (Wang and Wang, 2019). 

In e-commerce, psychological contracts are vital in the buyer-seller interaction, a 

typical example of a social exchange. The perspective of PCV provides valuable insights 

into customers’ transactional behaviors on e-commerce platforms, where algorithms play 

a pivotal role in shaping and fulfilling these psychological contracts. Prior literature has 
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identified three biases in the context of e-commerce platforms managed by 

recommendation systems: popularity bias, sponsored product bias, and private-label bias 

(Dash et al., 2021; Abdollahpouri et al., 2019; Wang et al., 2018). These biases represent 

deviations from the expected unbiased nature of product recommendations, constituting 

potential violations of the psychological contract between the e-commerce platform and 

its customers. 

Understanding these violations is critical, as it allows for a deeper comprehension 

of how customers perceive and react to these biases and the broader implications for 

distrust in e-commerce interactions. Based on PCV arising from recommendation biases, 

we can propose that online shoppers’ perception of such biases will lead to distrust 

towards the recommendation systems (Wang and Wang, 2019) and the platforms that 

host them. Shin (2021) argues that one of the predictors of trust is perceived fairness, 

which means perceived fairness precedes trust and distrust. Therefore, we can 

hypothesize that popularity bias, sponsored bias, and private-label bias in product 

recommendations will negatively influence shoppers’ perceived fairness toward a 

recommendation system.     

H1a: A customer who encounters popularity bias in a recommendation system will 

perceive it as less fair than a customer who does not encounter such bias. 

H1b: A customer who encounters sponsored bias in a recommendation system will 

perceive it as less fair than a customer who does not encounter such bias. 

H1c: A customer who encounters private-label bias in a recommendation system will 

perceive it as less fair than a customer who does not encounter such bias.   

 



Unraveling Biases and Customer Heterogeneity in E-commerce Recommendation Systems 

 

33 

 

3.2. Theory of Herd Behavior 

 

The concept of herd behavior, where individuals mimic the actions and choices of 

a crowd, offers interesting and important insights into behavioral economics and social 

psychology (Sun, 2013; Feng, 2022). Herd behavior highlights the inclination of humans 

to adhere to collective behaviors based on the belief that these acts are favorable or fair 

options (Celen and Kariv, 2004; Raafat et al., 2009). This behavior may influence the 

perceived fairness of a transaction not just through individual beliefs but also through the 

visible actions and sentiments of others. Further, it is crucial when analyzing social 

norms and collective behaviors, especially on e-commerce platforms. 

Prior research indicates that peer behavior significantly influences adoption 

decisions. It also introduced the concept of a herding information signal, or herding cue, 

which informs individuals about the participation of others (Hsieh et al., 2008; Karahanna 

et al., 1999; Feng et al., 2022; Aplin-Houtz et al., 2023). These cues are easy to detect 

and process due to their simplicity, mediating the impact of individual beliefs on the 

adoption process (Macmillan, 2002; Aplin-Houtz et al., 2022; Leahy et al., 2023).    

Further exploring the rationality behind herd behavior, Lowry et al. (2023) 

analyzed its role in Peer-to-Peer (P2P) lending. Contrary to the view of herding as 

irrational, their findings suggest it can address information asymmetry in online 

microloan platforms. By examining the influence of experienced lenders on novices, the 

study indicates that rational herding can reduce losses from borrower defaults, thus 

showing its positive implications. 

In the context of e-commerce recommendation systems, we hypothesize that 

individuals’ decision-making processes are susceptible to the influences exerted by the 
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actions and choices of their peers. Our research aims to delve into the impact of 

popularity bias on the perception of fairness in product recommendation systems framed 

through the lens of herd behavior. By comparing customer experiences across popularity, 

sponsored, and private-label biases, we hypothesize that popularity bias in 

recommendation systems is perceived as less unfair than the other biases due to herd 

behavior. This prompts us to formulate the following hypothesis:  

H1d: A customer who encounters popularity bias in a recommendation system will 

perceive it as more fair than a customer who encounters sponsored or private label 

biases.  

3.3. Equity Theory 

Equity theory, grounded in social comparison and exchange theories, provides a 

robust framework for analyzing how individuals perceive fairness in various contexts 

(Adams, 1963, 1965). In e-commerce, this study leverages equity theory to scrutinize 

customers' perceptions of fairness in their interactions with recommendation systems. 

These interactions represent a form of social exchange wherein the dynamics of equity 

theory are particularly pertinent. 

3.3.1. Equity Sensitivity 

Existing literature has examined equity sensitivity in the context of organizational 

behavior (Scott and Colquitt, 2007; Bourdage et al., 2018; Sauley and Bedeian, 2000; 

O’Neill and Mone, 1998; Kickul and Lester, 2011). O’Neill and Mone (1998) discovered 

that equity sensitivity interacted with self-efficacy to predict job satisfaction and intent to 

leave, but not organizational commitment. The study revealed that those who possessed a 

higher sense of entitlement showed a lower level of job satisfaction and a stronger 
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inclination to leave their current employment, irrespective of their levels of self-efficacy. 

Kickul and Lester (2001) examined how equity sensitivity influences the connection 

between psychological contract breach and employee attitudes and behaviors. 

Nevertheless, there is a need for more research examining equity sensitivity in the 

information systems discipline to understand the variations in individual perceived 

fairness toward recommendation systems outcomes. It is hypothesized that a customer 

who is considered entitled, i.e., has a high sensitivity to equity, may consider 

recommendation systems to be unfair since the customer considers fairness by comparing 

their input-output ratio to that of other customers. Therefore, they may perceive the 

recommendations as biased to them than to others for the same system. On the other 

hand, benevolent customers who do not place a high value on equity are more inclined to 

view the results favorably and accept the system's suggestions even when their own gain 

may be smaller than that of others. With that, we hypothesize that,  

H2: A customer with high equity sensitivity (entitled customer) will perceive 

recommendation systems as less fair than a customer with low equity sensitivity 

(benevolent customer). 

3.3.2. Exchange Ideology 

 

Eisenberger et al. (1986) found that those who have a strong exchange ideology 

strongly believe in the norm of reciprocity, which means they feel obligated to help those 

who have benefited them. Individuals who strongly adhere to an exchange ideology are 

likely to be more affected by unfair treatment within an organization compared to those 

who have a weaker adherence to this ideology (Scott and Colquitt, 2007). Research 

studies examining how exchange ideology affects individuals' attitudes have mostly 
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found a positive connection. For example, Witt (1992) discovered that exchange ideology 

changed how people felt about decision-making involvement, especially regarding 

satisfaction with opportunities, goals, and organizational support. Another study 

conducted by Witt and Broach (1993) found that exchange ideology had an impact on 

individuals' satisfaction with work training programs in terms of fairness. 

While prior research has focused on the perceived fairness of recommendation 

systems (Shin 2020, 2021), as far as we know, there has been no empirical investigation 

of the impact exchange ideology on the fairness of AI-based recommendation systems. 

Exchange ideology is relevant in the shopping context because it reflects an individual's 

beliefs and attitudes toward the fairness of the exchange process (Scott and Colquitt, 

2007). In online shopping, where transactions occur frequently, customers form 

perceptions about the fairness of pricing, promotions, and value received in exchange for 

their money. Perceived fairness is also likely influenced by an individual's sensitivity to 

fairness issues, identified in the literature as individuals' exchange ideology.  

In e-commerce, customers with a high exchange ideology will respond to the 

unfairness of the recommendation system by becoming less interested in transacting on 

the e-commerce platform than those with a low exchange ideology (Scott and Colquitt, 

2007). Additionally, as noted earlier, Scott and Colquitt (2007) presented exchange 

ideology as a new measure of individual sensitivity to equity issues, which may be more 

appropriate to study as it helps us understand the reciprocal expectations between buyers 

and sellers in e-commerce. Thus, in light of the above, the following hypotheses are 

proposed:     
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H3: A customer with a high exchange ideology will perceive recommendation systems as 

less fair than a customer with a low exchange ideology. 

3.4. Distrust 

In the realm of e-commerce, understanding customer perceptions is crucial for the 

effective functioning of recommendation systems. This study hypothesizes that perceived 

fairness in interactions with recommendation algorithms plays a pivotal role in shaping 

customers’ levels of trust and distrust towards these systems. Specifically, it is posited 

that a heightened sense of fairness experienced by online shoppers, characterized by fair 

and unbiased product recommendations, will be inversely correlated with their levels of 

distrust. 

This hypothesis is grounded in the notion that when customers perceive 

recommendation algorithms as fair and devoid of biases such as favoritism towards 

sponsored products, popularity, or private-label items, their distrust towards these systems 

will likely decrease. This inverse relationship is indicative of the idea that fairness 

perceptions act as a buffer against distrust. This proposition aligns with the principles of 

the psychological contract violation theory, which posits that the fulfillment or breach of 

implicit fairness expectations in digital transactions is a critical factor influencing trust 

dynamics (Wang et al., 2018). In the light of the above arguments, the following hypothesis 

is proposed:  

H4: Perceived fairness will have a negative effect on perceived distrust. 

Figure 2 depicts our overall research model. The model incorporates the 

hypotheses and the relationships identified based on the preceding theoretical analysis. 

Additional variables such as respondents’ gender, age, education, salary, ethnicity, and e-
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commerce platform usage experience are also included to control their influence on the 

model parameters. 

 

Figure 2 Research Model 
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Chapter 4. Research Method 

To test our hypotheses, we adopted a factorial design approach for our survey. 

This approach is effective in designing lab experiments with multiple variables and their 

interactions (Jasso, 2006; Wallander, 2009; Wang and Wang, 2019; Krishnan, 2020). In 

our research, we adopted a between-subjects experiment design, aligning with the 

experimental approach commonly employed in information systems (IS) research for the 

development and testing of theories related to customer behavior (Mousavi et al., 2023; 

Adomavicius et al., 2017). 

We selected the Prolific platform for participant recruitment because it strictly 

adheres to ethical and legal standards, which is crucial for conducting credible, high-

quality research. The platform provides access to a diverse global participant pool, 

enhancing the generalizability and relevance of study findings (Douglas et al., 2023; Eyal 

et al., 2021; Palan and Schitter, 2018). Additionally, Prolific's strong data quality control 

procedures ensure genuine and dependable responses, reducing the likelihood of data 

contamination and improving the validity of the results (Smith et al., 2016). This study 

highlighted that Prolific is renowned for its efficacy and usability in data collection, 

offering researchers access to a broad and diverse pool of participants. 

4.1. Experimental Flow  

We adopted a structured approach for conducting end-to-end research 

experiments. The initial step involved the creation of tasks for participants and 

determining the sample size. In the second step, recruitment criteria were finalized. We 

recruited participants who were at least 18 years old and residents of the United States. 

Additionally, a fixed compensation of $4.00 for participant involvement is determined in 
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this phase, which was crucial for attracting and retaining a representative sample. We 

also enabled participant payment criteria on prolific platform with the payment 

information. In the third step, we downloaded the raw data from Qualtrics platform for 

preliminary analysis. The preliminary analysis was designed to ensure the data was 

complete and accurate, making it ready for the next step of our research. In the fourth 

step of our study, we concentrated on ensuring the quality of our data. This stage 

involved verification checks and engagement through attention checks, confirming data 

uniqueness via duplication checks, and evaluating the efficacy of our experimental 

techniques through manipulation checks. The final step focused on the evaluation of the 

collected data. In this phase, measurement validation was performed to ascertain the 

accuracy of the instruments used in data collection. Finally, we conducted hypothesis 

testing to assess the relationships or effects that were posited at the outset of the research. 

 

Figure 3 Experimental Flow 
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4.2. Task 

Vignettes have been used to present experimental scenarios in the past 

Information Systems and management literature (O'Fallon and Butterfield, 2005; Goel et 

al., 2017; Johnston et al., 2016; Trinkle et al., 2014; Willison et al., 2018). This technique 

is particularly favored for its effectiveness in simulating real-life decision-making 

processes, allowing researchers to capture more nuanced insights into human behavior. 

Furthermore, the use of scenarios facilitates the exploration of hypothetical situations in a 

controlled environment, making it easier to isolate specific variables and study their 

impact on participants' responses. We employed a vignette-based research technique to 

explore the biases within e-commerce recommendation systems.  

We employed a vignette-based research technique to explore the biases within e-

commerce recommendation systems. Vignettes offer a structured and controlled method 

to examine customer opinions and behaviors within a simulated online purchasing 

environment (Flavián and Orús, 2020). This technique enabled us to introduce different 

bias scenarios in addition to the control scenario to different groups of participants. The 

use of vignettes was instrumental in eliciting participants' responses to different 

experiment scenarios. This methodology was chosen for its effectiveness in replicating 

real-world shopping experiences in a controlled experimental setting, thereby providing 

valuable insights into customer behavior and preferences in the context of 

recommendation system biases. 

We recruited participants from the Prolific platform in the United States and 

presented them with four experiment scenarios (groups): popularity bias, sponsored bias, 

private-label bias, and a neutral (control) scenario as shown in Table 1.  
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Table 1 Experimental Design 

Recommendation System Bias Scenario 

Popularity Bias  

Sponsored Bias 

Private Label Bias 

Neutral (control) 

Scenario 1 

Scenario 2 

Scenario 3 

Scenario 4 

 

The first treatment group (Group #1) was presented with a scenario involving 

popularity bias in product recommendations. Participants in this group were asked to 

envision a shopping experience dominated by "best-selling products," overshadowing 

their personalized preferences. The second treatment group (Group #2) encountered a 

scenario featuring sponsored products, where participants were prompted to imagine an 

e-commerce platform prioritizing “sponsored product”. The third treatment group (Group 

#3) was presented with a scenario involving preferential placement of private-label 

products—items sold by the platform or its affiliated companies. Lastly, group #4 

functioned as the control group. In this scenario, users were presented with (unbiased) 

search results based solely on their preferences without any influence of recommendation 

system biases. 
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Table 2 Experiment Scenarios for Different Groups 

Group Experiment Scenario 

 

 

 

 

Treatment 

Group#1 

(Perception of 

Popular bias) 

Consider that you are visiting an e-commerce platform (or website) 

for shopping.  

You notice that the recommendation system used by the 

platform gives preference to “best-selling products” in its 

search results and not the products based on your preferences.  

The term “best-selling products” refers to the items that have 

generated the highest sales volumes or revenue on online platforms 

over a period of time. These products demonstrate high demand and 

popularity among online shoppers.  

 

Considering this e-commerce platform in mind, answer the 

following questions. 

 

 

 

 

Treatment 

Group#2 

(Perception of 

sponsored bias) 

Consider that you are visiting an e-commerce platform (or website) 

for shopping.  

You notice that the recommendation system used by the 

platform gives preference to “sponsored products” in its search 

results and not the products based on your preferences.  

The “Sponsored products” are items that sellers or brands pay to 

promote on the platform, increasing their visibility and chances of 

attracting customers. 

Considering this e-commerce platform in mind, answer the 

following questions. 

 

 

 

 

Treatment 

Group#3 

(Receives 

private-label 

bias) 

Consider that you are visiting an e-commerce platform (or website) 

for shopping.  

You notice that the recommendation system used by the 

platform gives preference to “private label products” (products 

sold under its own brand name of the platform/website) in its 

search results and not the products based on your preferences.  

The “Private label products” are items that are sold under the e-

commerce platform’s brand name.  

Considering this e-commerce platform in mind, answer the 

following questions. 

 

Treatment 

Group#4 

Control Group 

(Receives no 

recommendation 

system bias) 

Consider that you are visiting an e-commerce platform (or website) 

for shopping.  

You notice that the recommendation system used by the 

platform presents you with a number of products in its search 

results based on your preferences.  

Considering this e-commerce platform in mind, answer the 

following questions. 
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4.3. Sample Size  

To ensure sufficient statistical power, our goal was to reach a minimum threshold 

of 0.8 (Cohen, 1988). To determine the optimal sample size, we employed three different 

approaches. First, we utilized the a-priori sample size calculator developed by Soper 

(2023), a tool that has gained widespread recognition in contemporary empirical research 

(Terlizzi et al., 2019; Ho et al., 2021; Masuch et al., 2020; Vance et al., 2022). Using 

input parameters of a medium effect size (0.3), the targeted statistical power (0.8), four 

latent variables, 22 observed variables, and a probability level 0.05, the calculator 

indicated that a minimum sample size of 138 was necessary. 

Second, a power analysis was conducted utilizing the G*Power software to 

examine a between-subjects design (Ye and Kankanhalli, 2018; Chau et al., 2020). This 

analysis revealed that a sample of 126 participants would suffice to achieve the desired 

statistical power of 0.80. This conclusion was based on an anticipated effect size of 0.3, 

an alpha level of 0.05, numerator degrees of freedom (df) of 3, inclusion of four groups, 

and accounting for two covariates. 

Third, to further refine our sample size estimation, we reviewed recent research in 

experimental methodologies related to recommendation system bias. For example, Wang 

et al., 2018 conducted a similar between-subject experiment involving 247 participants, 

distributed across six groups with a minimum of 40 participants each. Taking all these 

factors into account, we determined that a sample size of 240 would be appropriate for 

our study. 
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4.4. Data Collection 

Our data collection process commenced after the approval from the university's 

Institutional Review Board (IRB). This step is essential to ensure that our research 

adheres to ethical guidelines and meets the established standards for research conduct. 

After receiving approval from the IRB, we constructed an online survey questionnaire 

using the Qualtrics platform.  The survey questionnaire was then shared on the Prolific 

Panel platform with the participant pool. At the start of the survey, participants were 

presented with the consent form and those participants who agreed to the consent form 

were presented with the survey questionnaire. 

We also leveraged an additional feature in Qualtrics2 designed to detect and flag 

duplicate responses from participants. This feature is particularly useful in identifying 

and preventing instances where a single respondent might attempt to complete the survey 

multiple times. During the pilot phase, Qualtrics successfully identified and flagged a 

case of repetitive responses from the same IP address, which we excluded to ensure the 

data accuracy. In the main study, we activated this feature to prevent any repeated 

responses from participants, ensuring the uniqueness of each submission. This feature 

effectively ensured that no duplicates were found among the collected data. 

4.5. Addressing Bots in Survey Research  

During the pilot phase, our study encountered a noteworthy challenge with bot 

responses on the Prolific platform. Approximately 12% of our survey respondents were 

flagged as potential bot responses by the Qualtrics platform. Therefore, we implemented 

two strategies to tackle this issue and enhance our data's integrity in the main study. 

 
2 https://www.qualtrics.com/support/xm-discover/connectors/duplicate-detection/  

https://www.qualtrics.com/support/xm-discover/connectors/duplicate-detection/
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At the onset of the survey, we integrated a reCAPTCHA verification question. 

The reCAPTCHA is designed to prevent automated bots from accessing the surveys. By 

requiring respondents to complete the reCAPTCHA question, we aimed to ensure that 

only human participants could proceed to the survey questionnaire. This step was crucial 

in safeguarding our survey from unauthorized and automated responses from bots. 

4.6. Attention Check 

In our study, we incorporated attention-check questions within the survey to 

guarantee the integrity and reliability of the responses from participants. For example, in 

the scenario addressing popularity bias, participants were prompted with the question, 

"Was the scenario related to 'best-selling products?" Similarly, in the context of 

sponsored bias, the question posed was, "Was the scenario related to 'sponsored 

products'?" In the scenario focusing on private-label bias, participants were asked, "Was 

the scenario related to 'private-label products'?" Finally, for the control group 

experiencing neutral recommendations, the question was structured as, "Was the scenario 

related to the e-commerce platform presenting products in its search results based on user 

preference?" 

These attention-check questions aimed to identify participants who are not 

attentive or engaged with the survey content. Participants who inaccurately responded to 

these questions for their respective scenarios were flagged for providing potentially 

inattentive responses. This step was crucial in ensuring that our survey data remained free 

from the influence of disengaged or inattentive responses. 
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4.7. Manipulation Check 

Our approach aligns with Oppenheimer et al. (2009), which supported the 

application of instructional manipulation checks (IMCs). This method identifies and 

removes responses from participants who respond without paying enough attention to the 

experiment. In our study, we incorporated manipulation checks to validate the 

effectiveness of our experimental manipulations. These checks were crucial in enhancing 

the study's internal validity (Kung et al., 2018). See Table 3 for manipulation check 

questions. 

Following the presentation of each experiment scenario, we administered 

manipulation check questions. This immediate follow-up with manipulation test 

questions (Table 3) was crucial in ensuring that the manipulations have the intended 

effect and thereby supporting the validity and reliability of the study's conclusions. 

Table 3 Manipulation Check Questions 

Manipulation Check Questions 

 

Manipulation Check 

1  

Please indicate your level of agreement with the following 

statement: 

 

The e-commerce platform presented in the previous scenario 

would recommend products based on your preferences. 

 

Manipulation Check 

2 (Wang et al., 2019) 

Please indicate your level of agreement with the following 

statements: 

 

1. This recommendation system appears to be biased toward 

certain products. 

2. This recommendation system provides misleading 

recommendations. 

3. When giving recommendations, this recommendation 

system distorts factors in favor of certain products. 

 

A crucial element of our manipulation checks was the implementation of a 

response timer (Paas et al.,2018). This tool assessed whether participants allocated 
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sufficient time to read and comprehend the scenario before answering the questions. The 

response timer was an objective measure to determine if participants effectively 

processed the treatment information as intended. 

4.8. Constructs  

We carefully adapted measurement items from previous established scales, 

modifying them to fit the reliability criteria of our study, as detailed in Table 4 (Lee et al., 

2011; Shin, 2021; Wang et al., 2018). Specifically, for assessing perceived fairness, we 

adapted items from Shin (2021). Shin's study examined perceptions of fairness in a 

context similar to ours, providing an exceptionally relevant foundations for our research 

questions. In measuring distrust, particularly in the context of recommendation systems, 

we employed the distrust scale developed by Wang et al. (2018). This scale has been 

previously validated and found to be reliable for measuring customers' distrust towards 

recommendation systems. For the measurement of equity sensitivity, we adopted the 

scale developed by Kings and Miles (1987). Lastly, to measure exchange ideology, we 

applied the scale developed by Scott and Colquitt (2007). Responses were collected using 

a seven-point Likert scale to measure the degree of participants' agreement or 

disagreement with each question (item). We chose a 7-point Likert scale for our survey 

because it offers respondents a broader range of options compared to a more limited scale 

like a 5-point one (Joshi et al., 2015). This scale ranged from "strongly disagree" (1) 

through a neutral option of "neither agree nor disagree" (4) to "strongly agree" (7). 

Utilizing this scale allowed for a detailed insight into the attitudes and perceptions of the 

participants (Kreitchmann et al., 2019). The definitions of the constructs used in our 

research with their references are presented in Table 4. 
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Table 4 Measurement Constructs  

Construct Definition References 

Perceived 

Fairness 

Perceived fairness is a psychological construct 

that reflects a person’s perception of whether 

they have been treated fairly or unfairly based 

on their expectations, values, and social norms.  

Lee et al., 

(2011); Shin, 

(2021) 

Distrust Distrust is the opposite of trust and refers to a 

lack of belief, confidence, or faith in a person, 

organization, or system. 

Wang et al., 

(2018) 

Equity Sensitivity Equity sensitivity refers to the extent to which 

individuals are responsive to imbalances 

between outcomes and inputs. Those who fall 

on the entitled end of the equity sensitivity 

continuum are highly sensitive to relative 

outcome levels, while those on the benevolent 

end are less affected by them.   

Kings and 

Miles (1987) 

Exchange 

Ideology 

Exchange ideology encompasses the 

individual’s mindset and expectations regarding 

reciprocity, fairness, and the social give-and-

take in relationships within the organizational 

context. 

Scott and 

Colquitt (2007) 
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Chapter 5. Data Analysis and Findings 

 5.1. Data Collection 

The recruitment method for our study was customized to align with our research 

objectives, particularly focusing on individuals who had previous experience with e-

commerce. A diverse group of 269 participants, representing a wide range of 

demographic backgrounds as detailed in Table 5. Additionally, we selected participants 

of United States nationality to ensure cultural homogeneity in shopping behaviors. 

Participants were surveyed regarding the number of times they engaged in online 

shopping within a month.  

Our data shows a diverse range of e-commerce platform experiences among 

participants: 62% with over ten years, 17% between five to ten years, 12% for two to five 

years, 6% with one to two years, and 3% less than a year. This distribution indicates that 

a considerable portion of our surveyed individuals were experienced e-commerce users. 

The age distribution of our participant pool was as follows: the median age was around 

40 years, and the gender distribution included 58% females, 41% males, and 1% 

identifying as non-binary. The sample population shows a relatively uniform age 

distribution, comprising 51% of participants aged 41 and above and the remaining 49% 

under the age of 41.  
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Table 5 Demographic Background of Experimental Participants 

Variable/ item   No. of participants (%) 

Gender Male 109 (41%) 

 Female 156 (58%) 

 Non-Binary 4 (1%) 

   
Age Under 20 - 

 21 to 25  8 (3%) 

 26 to 30  51 (19%) 

 31 to 35  30 (11%) 

 36 to 40  42 (16%) 

 Over 41 138 (51%) 

   
Experience in using e-commerce (years)    

  

 Less than 1 7 (3%) 

 1 to 2 15 (6%) 

 2 to 5 33 (12%) 

 5 to 10 47 (17%) 

 More than 10 167 (62%) 

   
Percentage (%) of monthly shopping 

budget spent on online shopping 

platforms 0 to 10 39 (14%) 

 10 to 25 77 (29%) 

 25 to 50 66 (25%) 

 50 to 75 51 (19%) 

 Above 75 36 (13%) 

   

E-commerce Platform used most 

frequently.   Amazon 204 (76%) 

 Walmart 19 (7%) 

 eBay 13 (5%) 

  Shopify 13 (5%) 

             N = 269   
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The participants also provided information about the budget they allocate for 

shopping on various e-commerce sites. A small percentage of individuals (14%) spend 0-

10% of their monthly budget on online shopping. The majority (29%) allots a moderate 

portion of their monthly purchasing budget—between 10% and 25%—on e-commerce. 

25% of the respondents spend between 25% and 50% of their budget on online shopping. 

Approximately 19% of the participants are frequent online buyers, allocating 50% to 75% 

of their budget on e-commerce. Finally, 13% of the participants spend over 75% of their 

buying money on online shopping platforms.  

Interestingly, there was a predominant preference for shopping on Amazon, with 

76% of participants indicating it as their most frequently used e-commerce platform of 

choice.  Furthermore, we also gathered data on the usage percentages of other e-

commerce platforms among our participants. Specifically, Walmart, eBay, and Shopify 

were used by 7%, 5%, and 5% of our participants, respectively. This information 

highlights our participants' distinct preference for Amazon, pointing to its significant 

market dominance compared to other platforms. 

We used IBM SPSS (Statistical Package for the Social Sciences) Statistics 29 and 

SPSS AMOS software for statistical analysis. Both of these statistical tools are part of the 

SPSS suite and are widely recognized for their capabilities in statistical analysis and 

modeling. The IBM SPSS software offers a broad range of statistical analysis 

capabilities, including but not limited to descriptive statistics, regression analysis, 

ANOVA, factor analysis, and time series analysis (George and Mallery, 2019). Similarly, 

SPSS AMOS is a comprehensive toolset designed for structural equation modeling 

(SEM), enabling researchers to easily specify, estimate, assess, and present models to 
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show hypothesized relationships among variables. As a preliminary step, we measured all 

variables' means, standard deviations, correlations, and reliability (Table 14 and Table 

21).  

5.2. Manipulation checks 

Table 6 presents two checks designed to verify the effectiveness of the four 

experimental scenarios presented in the previous chapter. These checks were crucial in 

assessing how participants differentiated various bias scenarios with respect to the neutral 

(control) scenario. 

Table 6 Manipulation Check 1 and 2 – Summary Statistics 

  Manipulation Check 1 Manipulation Check 2 

Scenario N Mean 

Std. 

Deviation Mean Std. Deviation 

Popularity 

Bias 69 5.48 1.389 

 

5.20 

 

1.419 

Sponsored 

Bias 

68 5.28 1.413 5.89 1.259 

Private-Label 

Bias 

67 5.60 1.558 5.98 1.164 

Neutral 

(control) 

65 6.52 .664 3.56 1.507 

Total 269 5.71 1.384 5.17 1.645 

 

The first manipulation check (Manipulation Check 1) measured participants’ 

perception of whether the recommendation system suggests products based on their 

preferences in each of the four scenarios. As per Table 6 , the neutral scenario scored 

higher compared to the biased scenarios. This significant difference effectively highlights 

the distinction in participants' perceptions across the neutral and biased scenarios. We 

utilized ANOVA (analysis of variance) to evaluate the mean differences for manipulation 
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check 1 as shown in Table 7. The ANOVA results indicated a statistically significant 

difference between the groups (F statistics = 11.721; df = 3; p <.001). In addition, we 

conducted a post-hoc test to analyze the differences among these groups. These tests, 

including Tukey HSD, Scheffe, and Bonferroni, are summarized in  

Table 8. Compared to the control group (#4), the participants in biased groups 

perceived the recommendation system suggesting products of lower preference. 

Table 7 ANOVA for Manipulation Check 1 

ANOVA 

Manipulation Check 1   

 Sum of Squares df Mean Square F Sig. 

Between Groups 60.140 3 20.047 11.721 <.001 

Within Groups 453.243 265 1.710   

Total 513.383 268    

 

Table 8 Group Differences for Manipulation Check 1 

Dependent Variable: Manipulation Check 1 

 

(I) 

Scenario 

(J) 

Scenario 

Mean 

Difference 

(I-J) 

Std. 

Error Sig. 

95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Tukey 

HSD 

1 2 .199 .223 .810 -.38 .78 

3 -.119 .224 .952 -.70 .46 

4 -1.045* .226 <.001 -1.63 -.46 

2 1 -.199 .223 .810 -.78 .38 

3 -.318 .225 .494 -.90 .26 

4 -1.244* .227 <.001 -1.83 -.66 

3 1 .119 .224 .952 -.46 .70 

2 .318 .225 .494 -.26 .90 

4 -.926* .228 <.001 -1.51 -.34 

4 1 1.045* .226 <.001 .46 1.63 

2 1.244* .227 <.001 .66 1.83 

3 .926* .228 <.001 .34 1.51 

Scheffe 1 2 .199 .223 .851 -.43 .83 
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3 -.119 .224 .964 -.75 .51 

4 -1.045* .226 <.001 -1.68 -.41 

2 1 -.199 .223 .851 -.83 .43 

3 -.318 .225 .575 -.95 .32 

4 -1.244* .227 <.001 -1.88 -.61 

3 1 .119 .224 .964 -.51 .75 

2 .318 .225 .575 -.32 .95 

4 -.926* .228 .001 -1.57 -.29 

4 1 1.045* .226 <.001 .41 1.68 

2 1.244* .227 <.001 .61 1.88 

3 .926* .228 .001 .29 1.57 

Bonferroni 1 2 .199 .223 1.000 -.40 .79 

3 -.119 .224 1.000 -.72 .48 

4 -1.045* .226 <.001 -1.65 -.44 

2 1 -.199 .223 1.000 -.79 .40 

3 -.318 .225 .957 -.92 .28 

4 -1.244* .227 <.001 -1.85 -.64 

3 1 .119 .224 1.000 -.48 .72 

2 .318 .225 .957 -.28 .92 

4 -.926* .228 <.001 -1.53 -.32 

4 1 1.045* .226 <.001 .44 1.65 

2 1.244* .227 <.001 .64 1.85 

3 .926* .228 <.001 .32 1.53 

*. The mean difference is significant at the 0.05 level. 

 

The second manipulation check (Manipulation Check 2) measured 

recommendation neutrality with reversed coded items. The participants in the control 

group noted stronger recommendation neutrality in comparison to the bias groups. This 

difference further substantiates the efficacy of our scenario manipulations. A similar 

ANOVA analysis for Manipulation Check 2 was significant (F statistics = 45.690; df = 3; 

p < .001) as presented in Table 9. Further, the participants in the control group (group#4) 

found the recommendation system more neutral compared to those in biased groups (see 

Table 10).  
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Table 9 ANOVA for Manipulation Check 2 

ANOVA 

Manipulation Check 2 

 Sum of Squares df Mean Square F Sig. 

Between Groups 247.170 3 82.390 45.690 <.001 

Within Groups 477.856 265 1.803   

Total 725.025 268    

 

Table 10 Group Differences for Manipulation Check 2 

Dependent Variable: Manipulation Check 2 

 

(I) 

Scenario 

(J) 

Scenario 

Mean 

Difference 

(I-J) 

Std. 

Error Sig. 

95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Tukey 

HSD 

1 2 -.68919* .22946 .015 -1.2824 -.0959 

3 -.77706* .23032 .005 -1.3725 -.1816 

4 1.63909* .23211 <.001 1.0390 2.2392 

2 1 .68919* .22946 .015 .0959 1.2824 

3 -.08787 .23115 .981 -.6855 .5098 

4 2.32828* .23294 <.001 1.7260 2.9305 

3 1 .77706* .23032 .005 .1816 1.3725 

2 .08787 .23115 .981 -.5098 .6855 

4 2.41615* .23379 <.001 1.8117 3.0206 

4 1 -1.63909* .23211 <.001 -2.2392 -1.0390 

2 -2.32828* .23294 <.001 -2.9305 -1.7260 

3 -2.41615* .23379 <.001 -3.0206 -1.8117 

Scheffe 1 2 -.68919* .22946 .031 -1.3348 -.0436 

3 -.77706* .23032 .011 -1.4251 -.1290 

4 1.63909* .23211 <.001 .9860 2.2921 

2 1 .68919* .22946 .031 .0436 1.3348 

3 -.08787 .23115 .986 -.7382 .5625 

4 2.32828* .23294 <.001 1.6729 2.9837 

3 1 .77706* .23032 .011 .1290 1.4251 

2 .08787 .23115 .986 -.5625 .7382 

4 2.41615* .23379 <.001 1.7584 3.0739 

4 1 -1.63909* .23211 <.001 -2.2921 -.9860 

2 -2.32828* .23294 <.001 -2.9837 -1.6729 

3 -2.41615* .23379 <.001 -3.0739 -1.7584 

Bonferroni 1 2 -.68919* .22946 .018 -1.2991 -.0792 
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3 -.77706* .23032 .005 -1.3893 -.1648 

4 1.63909* .23211 <.001 1.0221 2.2561 

2 1 .68919* .22946 .018 .0792 1.2991 

3 -.08787 .23115 1.000 -.7023 .5266 

4 2.32828* .23294 <.001 1.7091 2.9475 

3 1 .77706* .23032 .005 .1648 1.3893 

2 .08787 .23115 1.000 -.5266 .7023 

4 2.41615* .23379 <.001 1.7947 3.0376 

4 1 -1.63909* .23211 <.001 -2.2561 -1.0221 

2 -2.32828* .23294 <.001 -2.9475 -1.7091 

3 -2.41615* .23379 <.001 -3.0376 -1.7947 

*. The mean difference is significant at the 0.05 level. 

Note: The items are reverse coded. 

 

To accurately evaluate participant engagement, we closely observed the 

time participants spent on each scenario. Our findings indicated that participants 

were involved with the popularity bias scenario for an average duration of 73 seconds, 

the sponsored bias scenario for 47 seconds, the private-label bias scenario for 42 seconds, 

and the neutral bias scenario for 27 seconds. The variations in the use of time indicate 

varying levels of engagement, with the popularity bias scenario receiving the highest 

level of attention. The variation in attention durations between scenarios supports the 

notion that participants were attentive and actively engaged in understanding and 

responding to the scenarios provided. 

5.3. Attention Checks 

In our survey, we observed that not all the 283 participants were fully engaged 

with the survey questions. We identified five participants who did not complete the 

survey. Additionally, nine individuals, which constituted approximately 3% of our total 

sample, failed to meet the criteria set by our attention check questions (Table 11). In the 

process of analyzing our data, we identified that three participants from the private-label 
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group and six from the neutral group failed to pass the necessary attention checks. This 

led to a final count of 269 valid responses, all from participants who successfully passed 

the attention check, thus providing a robust and reliable data set for our subsequent 

analysis. As highlighted in the Table 11, all 72 participants in the first group accurately 

answered the attention check question. Similarly, in the Sponsored Bias group, all 68 

participants correctly recognized the scenario’s related to “sponsored products.” 

However, in the Private-label Bias group, 3 out of 70 participants failed to identify the 

scenario correctly, and in the Neutral (Control) group, 6 out of 71 participants did not 

pass the attention check. This suggests varying levels of participant engagement or 

understanding across different scenarios. 

Table 11 Attention Check Questions for Survey Questionnaire 

Scenario 

(Group) 

Attention check question  

Raw 

data 

Incomplete/ 

failed 

attention  

Qualified 

Popularity 

Bias  

Was the scenario related to “best-selling 

products”? 

72 3/0 

 

69 

 

Sponsored 

Bias 

Was the scenario related to “sponsored 

products”? 

69 1/0 

 

68 

 

Private-

label Bias 

Was the scenario related to “private-label 

products”? 

71 1/3 

 

67 

 

Neutral 

(Control)  

Was the scenario related to the e-commerce 

platform presenting number of products in its 

search results based on user preference? 

71 0/6 

 

 

65 

 

 

Total 283 14 269 

 

5.4. Measurement Validation 

We conducted an Exploratory Factor Analysis (EFA) to assess the foundational 

constructs influencing participant responses and to pinpoint any items that were 

redundant or irrelevant. This step is crucial in ensuring the validity and reliability of our 

measurement scales. Utilizing Varimax rotation with Kaiser Normalization during the 
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EFA, we observed that certain items demonstrated low or weak factor loadings (Table 

12). Specifically, items under the constructs of Perceived Fairness (PF2), Equity 

Sensitivity (ES22), and two items from exchange ideology (EI1 and EI2) exhibited these 

weaker loadings. These low factor loadings suggest that these items contributed little to 

the constructs they were intended to measure. As a result, we made a methodologically 

informed decision to remove these items from further analysis. The removal of PF2, 

ES22, EI1, and EI2 was a critical step in refining our measurement scales, adhering to the 

principle that scale items should closely correspond with the construct they represent. 

This elimination was aimed at improving the overall construct validity of our scales, 

ensuring that each construct is precisely and robustly reflected in our analysis. 

Table 12 Removed Items 

Construct  Item 

No.  

Item 

Perceived 

Fairness 

PF2 The source of data throughout the recommendation 

system and its data sources should be identified, logged, 

and benchmarked (Shin, 2021) 

Equity Sensitivity ES22 It would be more important for me to watch out for my 

own good (King & Miles, 1994) 

Exchange 

Ideology 

EI1 An employee’s work effort should depend partly on how 

well the organization deals with his or her desires and 

concerns (Scott & Colquitt, 2007) 

Exchange 

Ideology 

EI2 An employee who is treated badly by the organization 

should lower his or her work effort (Scott & Colquitt, 

2007) 

 

We utilized the Principal Component Analysis (PCA) as the extraction method in 

our analysis as indicated in the Table 13. This choice was driven by PCA's effectiveness 
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in identifying the underlying factor structure of the data. We implemented a Varimax 

rotation coupled with Kaiser Normalization to enhance our analysis further. Our study 

found that each item had greater loadings on their corresponding constructs compared to 

any other constructs, showing an effective alignment with the desired factor structure. 

The results validate the distinctiveness of each construct, as all items specifically created 

to assess a particular construct consistently loaded onto a single factor. Moreover, the 

disparities between the loadings of individual items and their loadings on other factors 

were greater than 0.10, which establishes discriminant validity. 
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Table 13 EFA Factor Loading 

Rotated Component Matrixa 

 

                                       Component 

1 2 3 4 

PF1 -.328 .830 -.033 -.073 

PF3 -.250 .860 -.071 -.148 

PF4 -.280 .804 -.083 -.141 

PF5 -.424 .798 -.071 -.076 

PF6 -.274 .836 .032 -.065 

PF7 -.363 .839 -.082 -.116 

ES11 .055 -.103 .826 -.005 

ES31 .104 .040 .845 .116 

ES42 .085 -.001 .784 .200 

ES51 .080 -.109 .725 .166 

EI3 (R) -.021 -.132 .098 .835 

EI4 (R) .016 -.090 .153 .811 

EI5 (R) .101 -.138 .191 .791 

DIST1 .850 -.274 .105 .046 

DIST2 .858 -.211 .023 -.012 

DIST3 .832 -.249 .048 .058 

DIST4 .813 -.400 .065 -.006 

DIST5 .792 -.283 .050 .004 

DIST6 .864 -.193 .045 .035 

DIST7 .877 -.162 .091 .082 

DIST8 .845 -.303 .102 .044 

DIST9 .797 -.292 .137 .008 

Extraction Method: Principal Component Analysis.  

 Rotation Method: Varimax with Kaiser Normalization. 

a. Rotation converged in 6 iterations. 

 

This comprehensive factor analysis in our study served a dual purpose: it 

validated the constructs and confirmed that the measures used were robust and well-

aligned with our research objectives. The use of Principal Component Analysis (PCA) 

and the subsequent rotation method were key in enhancing the clarity and interpretability 
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of our factor structure, thereby playing a critical role in the overall success of our study's 

analytical approach. 

5.5. Measurement Characteristics 

Our study involved a thorough assessment of the reliability and validity of our 

measurement scales. To evaluate reliability, we employed Cronbach's alpha coefficient, 

with the results presented in Table 14. All the values we obtained exceeded the 0.7 

benchmark, consistent with the standards set by Nunnally and Bernstein (1994). These 

high Cronbach's alpha values across our scales signify a robust internal consistency and 

reliability of the items within each construct. To assess the possibility of common method 

bias, Harman's single-factor test was employed. This test's findings indicated that the 

percentages of variance explained by a single factor were 35.47%. Since these values are 

all below the 50% threshold, it suggests that common method bias is not present in the 

data. 

To assess discriminant validity, we employed two recognized criteria: firstly, by 

comparing the square root of the Average Variance Extracted (AVE) of each construct 

against its correlations with all other constructs, as detailed in Table 12. This criterion 

helps ensure that each construct is distinct and captures unique variance. Second, we 

confirmed that each item correlated more with its intended construct than with any other 

construct, as Barclay et al. (1995) suggested. Our analysis confirmed the discriminant 

validity of our measurement scales, indicating that the constructs are sufficiently distinct 

from each other.  

Table 14 Descriptive Statistics: Correlation, and Reliability 

 Correlation   

Variable 1 2 3 4 CA AVE CR  
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1. Perceived Fairness 0.83    0.95 0.68 0.93  

2. Equity Sensitivity -0.16 0.78   0.82 0.60 0.86  

3. Exchange Ideology -0.28 0.41 0.81  0.79 0.66 0.85  

4. Distrust  -0.60 0.20 0.26 0.84 0.96 0.70 0.93  

Notes:  

CA: Cronbach’s Alpha (>0.7) (Nunnally and Bernstein 1994) 

AVE: Average Variance Extracted (>0.5) (Fornell and Larcker, 1981, p.46)   

CR: Composite Reliability (>0.7) (Nunnally and Bernstein 1994) 

The values on the principal diagonal presented in the above correlation matrix 

represent square roots of AVEs.  

The value of the square root of the AVE of every construct is greater than 

intercorrelation (Fornell and Larcker, 1981)   

 

 

We also evaluated the convergent validity of our constructs by analyzing the 

Average Variance Extracted (AVE), in line with Fornell and Larcker (1981)'s guidelines. 

The AVE values for each construct surpassed the 0.5 threshold, demonstrating 

satisfactory convergent validity. To further strengthen the robustness of our measurement 

model, Composite Reliability (CR) was calculated, adhering to the methodology 

recommended by Nunnally and Bernstein (1994), with the minimum acceptable value 

being 0.7. Moreover, a review of the correlation matrix showed that the square roots of 

the AVEs matched the values on the principal diagonal, further confirming the validity of 

the average variance extracted for each construct. 

To establish discriminant validity, we followed the criterion set by Fornell and 

Larcker (1981), ensuring that the square root of the Average Variance Extracted (AVE) 

for each construct was greater than its intercorrelations with other constructs. The 

methods used in assessing reliability and validity in our study highlight the strength and 

consistency of our measurement framework. 

In Exploratory Factor Analysis (EFA), the 'Total Variance Explained' is a key 

measure that indicates the proportion of the dataset's variance accounted for by the 
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factors extracted, as shown in Table 15. In our study, the exploratory factor analysis 

(EFA) identified four distinct components within our data. Collectively, these 

components account for 75.753% of the total variance, indicating a substantial proportion 

of the dataset's variability is captured by these factors. This significant level of explained 

variance underscores the relevance and robustness of the identified components in our 

analysis. 



Table 15 EFA Variance Extracted 

Total Variance Explained 

Component 

 

Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings 

Total 

 

% of Variance 

 

Cumulative 

% 

Total 

 

% of 

Variance 

Cumulative 

% 

Total 

 

% of 

Variance 

Cumulative % 

 

1 9.964 45.289 45.289 9.964 45.289 45.289 6.978 31.717 31.717 

2 2.973 13.512 58.801 2.973 13.512 58.801 4.847 22.032 53.749 

3 2.312 10.509 69.311 2.312 10.509 69.311 2.691 12.233 65.981 

4 1.417 6.443 75.753 1.417 6.443 75.753 2.150 9.772 75.753 

5 .666 3.026 78.780       

6 .605 2.751 81.530       

7 .511 2.321 83.852       

8 .407 1.852 85.704       

9 .346 1.573 87.276       

10 .334 1.517 88.794       

11 .302 1.374 90.168       

12 .287 1.305 91.473       

13 .264 1.202 92.675       

14 .242 1.099 93.774       

15 .232 1.055 94.829       

16 .207 .942 95.771       

17 .193 .877 96.647       

18 .176 .799 97.446       

19 .164 .744 98.190       

20 .153 .696 98.886       

21 .131 .597 99.483       

22 .114 .517 100.000       
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Extraction Method: Principal Component Analysis. 

 

Table 16, the correlation matrix, displays the relationships among various variables. This matrix highlights the degrees of association 

between different factors and indicators within our data. The table clearly denotes the significance levels of these correlations, marked 

with p-values of less than 0.05 and 0.01. In this study, we observed no significant correlations between any pair of items originating 

from distinct constructs. This lack of high correlation highlights the independence of the constructs within our study, reinforcing the 

distinctiveness of each measurement domain. This finding is crucial for validating the theoretical framework that delineates these 

constructs as separate entities. 

Table 16 Item Correlation Matrix 

    1 2 3 4 5 6 7 9 10 11 12 13 

1 PF1 --                       

2 PF3 .75** --                     

3 PF4 .72** .75** --                   

4 PF5 .78** .77** .77** --                 

5 PF6 .76** .75** .70** .74** --               

6 PF7 .81** .85** .74** .81** .76** --             

7 ES11 -.16* -.14* -.14* -.14* -.08 -.16** --           

8 ES31 -.04 -.07 -.09 -.09 0 -.1 .61** --         

9 ES42 -.09 -.12 -.14* -.13* -.01 -.11 .50** .65** --       

10 ES51 -.1 -.20** -.18** -.17** -.1 -.20** .53** .48** .48** --     

11 EI3 (R) -.17** -.21** -.25** -.15* -.16** -.19** .17** .18** .18** .23** --   

12 EI4 (R) -.16** -.22** -.16** -.14* -.13* -.22** .18** .23** .27** .20** .58** -- 

13 EI5 (R) -.21** -.28** -.27** -.26** -.18** -.24** .12* .24** .34** .32** .56** .51** 
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14 DIST1 -.51** -.46** -.48** -.57** -.48** -.55** .17** .14* .16* .20** .05 .11 

15 DIST2 -.49** -.40** -.42** -.53** -.38** -.48** .1 .1 .12* .08 .01 .03 

16 DIST3 -.46** -.44** -.47** -.59** -.42** -.51** .08 .15* .14* .13* .07 .06 

17 DIST4 -.59** -.54** -.55** -.67** -.53** -.63** .16** .1 .08 .20** .08 .04 

18 DIST5 -.48** -.44** -.47** -.59** -.45** -.50** .08 .13* .16* .11 .04 .03 

19 DIST6 -.45** -.41** -.39** -.49** -.43** -.51** .14* .12* .08 .14* .06 .07 

20 DIST7 -.44** -.39** -.39** -.49** -.42** -.47** .17** .15* .15* .17** .07 .11 

21 DIST8 -.53** -.49** -.49** -.60** -.49** -.60** .14* .17** .16** .20** .04 .11 

22 DIST9 -.51** -.45** -.45** -.58** -.45** -.56** .20** .19** .15* .18** .06 .07 

  13 14 15 16 17 18 19 20 21 22 

13 EI5 (R) --                   

14 DIST1 .18** --                 

15 DIST2 .11 .75** --               

16 DIST3 .18** .75** .76** --             

17 DIST4 .13* .79** .77** .77** --           

18 DIST5 .14* .71** .75** .78** .76** --         

19 DIST6 .12 .78** .74** .72** .75** .66** --       

20 DIST7 .19** .79** .74** .70** .75** .66** .81** --     

21 DIST8 .17** .80** .72** .73** .79** .70** .81** .85** --   

22 DIST9 .15* .76** .72** .70** .76** .66** .71** .75** .75** -- 

**Correlation is significant at the 0.01 level (2-tailed). 

*  Correlation is significant at the 0.05 level (2-tailed). 

    Listwise N=269 

       Notes: PF: Perceived Fairness; ES: Equity Sensitivity; EI: Exchange Ideology; (R): Reverse Coded Item; DIST: Distrust 
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Table 17 Descriptive Statistics of Items 

Item N Mean  Standard Deviation 

PF1 269 3.27 1.79 

PF3 269 3.01 1.82 

PF4 269 3.42 1.77 

PF5 269 3.49 1.80 

PF6 269 3.25 1.81 

PF7 269 3.12 1.76 

ES11 269 6.28 2.10 

ES31 269 5.88 2.21 

ES42 269 5.55 2.44 

ES51 269 5.78 2.61 

EI3 (R) 269 4.73 1.76 

EI4 (R) 269 4.85 1.76 

EI5 (R) 269 4.59 1.84 

DIST1 269 4.48 1.82 

DIST2 269 4.11 1.84 

DIST3 269 4.07 1.80 

DIST4 269 4.48 1.81 

DIST5 269 3.93 1.80 

DIST6 269 4.60 1.81 

DIST7 269 4.65 1.84 

DIST8 269 5.03 1.79 

DIST9 269 4.65 1.97 

 

Table 18 in our study summarizes the standardized loadings for various items on their 

respective constructs and Table 17 presents the average values and their standard deviation.  shows 

that items PF7, PF6, PF5, PF4, PF3, and PF1 related to the Perceived Fairness (PF) construct, have 

significant standardized loadings above 0.7, indicating a strong correlation with the PF construct. 

Similarly, the equity sensitivity (ES) construct shows significant loadings for items ES51, ES42, 

ES31, and ES11, reflecting a strong association with these items. 
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For the exchange ideology (EI) construct, items EI5 (R), EI4 (R), and EI3 (R) shows 

stable standardized loadings. The Distrust (DIST) construct is well-represented by items DIST9, 

DIST8, DIST7, DIST6, DIST5, DIST4, DIST3, DIST2, and DIST1, each demonstrating 

substantial positive loadings with the construct. This breakdown provides clear insights into the 

strength of associations between particular items and their corresponding constructs, facilitating 

statistical analysis. 

The confirmatory factor analysis as shown in Table 18 highlights strong model fit 

statistics, indicating the high reliability of our model. All standardized loadings above the 

criterion of 0.6, indicating a high level of item reliability. The validity of the model is supported 

by a Chi-square value of 436.94, with 203 degrees of freedom. The Chi-square to degrees of 

freedom ratio is 2.15, which falls comfortably within the permissible range of less than 3. In 

addition, the Comparative Fit Index (CFI) has a value of 0.95, which exceeds the recommended 

threshold of 0.9. In addition, the Root Mean Square Error of Approximation (RMSEA) is 0.066, 

substantially below the cutoff of 0.08. These results indicate a satisfactory fit according to the 

criteria established by Thatcher et al. (2018). 

On the other hand, the single-factor model shows a less satisfactory fit, shown by a Chi-

square value of 1997.52 for 209 degrees of freedom. The Chi-square difference between the 

suggested model and the single-factor model is a statistically significant 1560.58, with a change 

of 6 degrees of freedom. This indicates a considerable improvement in the fit of the proposed 

model compared to the single-factor model (p < .05). In addition, all standardized item loadings 

in the multi-factor model are statistically significant at a significance level of p < .01, which 

further confirms the statistical strength of the factor structure. 
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Table 18 CFA Standardized Loadings 

Item Construct Standardized Loadings 

PF7 PF .923 

PF6 PF .838 

PF5 PF .889 

PF4 PF .826 

PF3 PF .886 

PF1 PF .874 

ES51 ES .635 

ES42 ES .757 

ES31 ES .830 

ES11 ES .723 

EI5 (R) EI .729 

EI4 (R) EI .731 

EI3 (R) EI .769 

DIST9 DIST .839 

DIST8 DIST .899 

DIST7 DIST .879 

DIST6 DIST .869 

DIST5 DIST .814 

DIST4 DIST .892 

DIST3 DIST .844 

DIST2 DIST .854 

DIST1 DIST .891 

Note: All standardized loadings are > 0.6; Chi-square = 436.94; df = 203 

Chi-square/ df = 2.15 (Should be < 3); CFI = 0.95 (Should be > 0.9); RMSEA = 0.066 

(Should be < 0.08) (Thatcher et al., 2018) 

Chi-square = 1997.52; df = 209 (for single factor model) 

Chi-square = 1560.58; df = 6 (significant at p < .05) 

PF: Perceived Fairness; ES: Equity Sensitivity; EI: Exchange Ideology; (R): Reverse 

Coded Item; DIST: Distrust 

All standardized item loadings are significant at p < .01. 
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As shown in Figure 4, high factor loadings in our analysis indicate that each set 

of indicators reliably measures its corresponding latent variables. The data clearly shows 

a strong negative association of -0.60 between Perceived Fairness and Distrust. This 

suggests that when the perception of fairness declines, distrust rises. In addition, we 

noticed a direct relationship between equity sensitivity and exchange ideology, indicating 

that persons with a higher sensitivity to fairness are more inclined to support exchanging 

goods or services. These findings enhance our understanding of how individual traits and 

fairness perceptions interact within the study context. 

 

 

Figure 4 CFA Diagram 

 



Unraveling Biases and Customer Heterogeneity in E-commerce Recommendation Systems 

 

72 

 

5.6. Hypothesis Testing Results 

To test the hypothesized impact of popularity bias, sponsored bias, private-label bias, and neutral 

recommendations on perceived fairness (as outlined in hypotheses H1a, H1b, H1c, and H1d), we 

conducted an Analysis of Covariance (ANCOVA), using perceived fairness as the dependent 

variable, as shown in Table 19. The analysis shows a statistically significant effect of the 

neutrality of recommendations on perceived fairness (p < .001). 

Further insights are provided by the descriptive statistics in Table 20. These statistics 

suggest that customers exposed to popularity bias in a recommendation system perceive it as less 

fair compared to those who do not encounter such bias, supporting H1a. Similarly, exposure to 

sponsored bias (supporting H1b) and private-label bias (supporting H1c) leads customers to 

perceive the recommendation system as less fair than those who do not face such biases. 

Additionally, the results support H1d by indicating that customers experience popularity bias as 

more fair than those facing sponsored or private-label biases. 

Table 19 provides a more detailed analysis of parameter estimates related to the 

perception of fairness. The intercept, which indicates the estimated level of Perceived Fairness 

when all other variables are at zero, has been found to be statistically significant (p < 0.001) at a 

value of 359.111. While equity sensitivity does not significantly impact perceived fairness (F = 

.053, p = 0.817), exchange ideology shows a significant negative effect (F = 18.719, p < 0.001). 

It implies that an increase in exchange ideology is associated with a decrease in Perceived 

Fairness. 

Table 19 ANCOVA Results for Perceived Fairness 

Tests of Between-Subjects Effects 

Dependent Variable: Perceived Fairness 

Source 

Type III Sum 

of Squares df Mean Square F Sig. 

Partial Eta 

Squared 
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Corrected Model 174.315a 5 34.863 25.944 <.001 .330 

Intercept 359.111 1 359.111 267.243 <.001 .504 

e .072 1 .072 .053 .817 .000 

Exchange Ideology 25.154 1 25.154 18.719 <.001 .066 

Scenario 132.488 3 44.163 32.865 <.001 .273 

Error 353.410 263 1.344    

Total 3871.653 269     

Corrected Total 527.725 268     

a. R Squared = .330 (Adjusted R Squared = .318) 

 

 

Table 20 showcases the means and standard deviations for constructs across different 

experimental groups. To examine the impact of equity sensitivity (H2a) and exchange ideology 

(H2b) on perceived fairness as moderating factors, an ANCOVA was performed. In this analysis, 

perceived fairness served as the dependent variable, with popularity bias, sponsored bias, and 

private-label bias acting as control variables. As shown in Table 20, the ANCOVA outcomes 

confirm the significance of the interaction term between perceived fairness (dependent variable, 

DV) and equity sensitivity (covariate). Similarly, the findings from the ANCOVA analysis 

reported in this table highlight the significance of the interaction term between perceived fairness 

(DV) and exchange ideology (covariate). Hypothesis 2a and 2b are supported by the fact that the 

perceived fairness of recommendation systems is significant for customers with equity sensitivity 

and exchange ideology. The results reported in this table indicate that bias in a recommendation 

system led to a higher level of distrust than in a neutral recommendation system, thus supporting 

H3. Support for Hypotheses H1a, H1b, H1c, and H1d showed that users of a recommendation 

system who encountered different biases found the system less fair than users who were not 

exposed to those biases. Evidence also confirmed Hypotheses H2a and H2b, demonstrating that 

customers with high levels of exchange ideology and equity sensitivity perceived 

recommendation systems as less fair compared to those with lower levels of these traits. 
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Furthermore, support was found for Hypothesis H3, indicating that perceived fairness negatively 

influenced perceived distrust. These findings provide valuable insights into the correlation 

between bias perception, individual traits, and distrust in recommendation systems within the e-

commerce context. 

Table 20 ANCOVA Parameters for Perceived Fairness 

Parameter Estimates 

Dependent Variable: Perceived Fairness 

Parameter B Std. Error t Sig. 

95% Confidence 

Interval 

Partial Eta 

Squared 

Lower 

Bound 

Upper 

Bound 

Intercept 5.870 .310 18.941 <.001 5.260 6.480 .577 

Equity Sensitivity -.010 .041 -.231 .817 -.091 .072 .000 

Exchange Ideology -.260 .060 -4.327 <.001 -.379 -.142 .066 

[Scenario=1] -.915 .201 -4.555 <.001 -1.311 -.520 .073 

[Scenario=2] -1.452 .202 -7.190 <.001 -1.849 -1.054 .164 

[Scenario=3] -1.915 .203 -9.438 <.001 -2.314 -1.515 .253 

[Scenario=4] 0a . . . . . . 

a. This parameter is set to zero because it is redundant. 

 

Our research findings indicate that any scenarios with bias have been viewed as less fair than the 

neutral scenario. Participants specifically identified the private-label bias as the most unfair 

among the three biased scenarios. In addition, the equity sensitivity and exchange ideology 

measurements in various contexts showed low deviation, indicating a consistent view across 

traits. The level of distrust towards recommendation systems was significantly lower in the 

neutral scenario compared to the biased scenarios. Within the several scenarios that 

demonstrated bias, the highest level of distrust was observed in the sponsored bias scenario, 

which highlighted major concerns over the impact of sponsorship on the integrity of 

recommendations (Table 21). 
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Table 21 Descriptive Statistics 

 

Variable 

  

 Mean (SD)   

Popularity  

Bias 

Sponsored  

Bias 

Private-Label  

Bias 
Neutral  

     

1. Perceived Fairness 3.68 (1.30) 3.18 (1.34) 2.64 (0.99) 4.64 (1.16) 

     

2. Equity Sensitivity 5.64 (1.62) 5.72 (1.86) 5.78 (1.85) 5.26 (1.82) 

     
3. Exchange Ideology 4.68 (1.23) 4.53 (1.35) 4.83 (1.25) 4.53 (1.36) 

     
4. Distrust  4.58 (1.51) 4.95 (1.39) 4.84 (1.55) 3.37 (1.52) 

 

Analyzing ANOVA results and Post Hoc tests presented in Table 22, Table 23 and Table 24, we 

observed substantial support for hypotheses H1a, H1b, and H1c. This confirmation of the 

hypotheses indicates that the underlying factors assessed in these tests significantly impact the 

variables under study, as evidenced by the statistical data. 

Table 22 ANOVA Results 

DV: Perceived 

Fairness 

Sum of 

Squares Df  Mean Square  F  Sig.  
Between 

Groups 

142.64 3.00 47.55 32.72 0.00 

Within Groups 385.08 265.00 1.45 
  

Total 527.72 268.00 
   

 

Table 23 Post Hoc Test Multiple Comparison 

Dependent Variable: Perceived Fairness 

Scenario 

Mean 

Difference 

(I-J) 

Std. Error Sig. 

95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Tukey HSD 1 2 0.50 0.21 0.08 0.0 1.0 
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3 1.04* 0.21 <.001 0.5 1.6 

4 -.96* 0.21 <.001 -1.5 -0.4 

2 

1 -0.50 0.21 0.08 -1.0 0.0 

3 .54* 0.21 0.05 0.0 1.1 

4 -1.46* 0.21 <.001 -2.0 -0.9 

3 

1 -1.04* 0.21 <.001 -1.6 -0.5 

2 -.54* 0.21 0.05 -1.1 0.0 

4 -2.00* 0.21 <.001 -2.5 -1.5 

4 

1 .96* 0.21 <.001 0.4 1.5 

2 1.46* 0.21 <.001 0.9 2.0 

3 2.00* 0.21 <.001 1.5 2.5 

Scheffe 

1 

2 0.50 0.21 0.12 -0.1 1.1 

3 1.04* 0.21 <.001 0.5 1.6 

4 -.96* 0.21 <.001 -1.5 -0.4 

2 

1 -0.50 0.21 0.12 -1.1 0.1 

3 0.54 0.21 0.08 0.0 1.1 

4 -1.46* 0.21 <.001 -2.0 -0.9 

3 

1 -1.04* 0.21 <.001 -1.6 -0.5 

2 -0.54 0.21 0.08 -1.1 0.0 

4 -2.00* 0.21 <.001 -2.6 -1.4 

4 

1 .96* 0.21 <.001 0.4 1.5 

2 1.46* 0.21 <.001 0.9 2.0 

3 2.00* 0.21 <.001 1.4 2.6 

Bonferroni 

1 

2 0.50 0.21 0.10 0.0 1.0 

3 1.04* 0.21 <.001 0.5 1.6 

4 -.96* 0.21 <.001 -1.5 -0.4 

2 

1 -0.50 0.21 0.10 -1.0 0.0 

3 0.54 0.21 0.06 0.0 1.1 

4 -1.46* 0.21 <.001 -2.0 -0.9 

3 

1 -1.04* 0.21 <.001 -1.6 -0.5 

2 -0.54 0.21 0.06 -1.1 0.0 

4 -2.00* 0.21 <.001 -2.6 -1.4 

4 

1 .96* 0.21 <.001 0.4 1.5 

2 1.46* 0.21 <.001 0.9 2.0 

3 2.00* 0.21 <.001 1.4 2.6 
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*. The mean difference is significant at the 0.05 level. 

 

Table 24 General Linear Model (Univariate) for Perceived Fairness 

Tests of Between-Subjects Effects 

Dependent Variable: Perceived Fairness 

Source 

 

Type III Sum 

of Squares 

df 

 

Mean 

Square 

F 

 

Sig. 

 

Partial Eta 

Squared 

Corrected 

Model 

142.645a 3 47.548 32.721 <.001 .270 

Intercept 3358.314 1 3358.314 2311.087 <.001 .897 

Scenario 142.645 3 47.548 32.721 <.001 .270 

Error 385.080 265 1.453    

Total 3871.653 269     

Corrected Total 527.725 268     

R Squared = .270 (Adjusted R Squared = .262) 

In the regression model where distrust is the dependent variable, Table 25 shows that perceived 

fairness significantly lowers distrust. This is observed by a standardized coefficient (Beta) of -

0.592, explaining 35% of the variance in distrust. In this study, hypothesis 4 posited that 

perceived fairness would inversely affect perceived distrust toward recommendation systems. 

The results from this study confirm this hypothesis, indicating that as perceived fairness 

increases, distrust decreases. This key finding highlights the importance of fairness in the design 

and operation of recommendation systems: perceived fairness significantly mitigates distrust 

among users. Thus, enhancing the fairness of these systems could be crucial in building user trust 

and improving the acceptance of system recommendations. 

Table 25 Regression Results for Distrust 

Dependent Variable: Distrust 

Model 

 

Unstandardized Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

(Constant) 6.843 .215  31.833 <.001 

Perceived Fairness -.680 .057 -.592 -11.999 <.001 
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R-Square: 0.350; Adjusted R-Square: 0.348 

 

In Table 26, a comprehensive overview of the hypotheses testing results is presented. The data 

confirms the majority of our hypotheses; however, Hypothesis H1d receives only partial support, 

and H2 is not supported. This table provides essential insights into the relationships and 

dynamics examined in our study, delineating areas where theoretical expectations align with 

empirical evidence and where discrepancies exist. 

Table 26 Summary of Hypotheses Results 

Hypothesis Supported? 

H1a: A customer who encounters popularity bias in a recommendation 

system will perceive it as less fair than a customer who does not 

encounter such bias 

 

Yes 

H1b: A customer who encounters sponsored bias in a recommendation 

system will perceive it as less fair than a customer who does not 

encounter such bias 

 

Yes 

H1c: A customer who encounters private-label bias in a recommendation 

system will perceive it as less fair than a customer who does not 

encounter such bias   

 

Yes 

H1d: A customer who encounters popularity bias in a recommendation 

system will perceive it as more fair than a customer who encounters 

sponsored or private label biases  

 

Partially 

H2: A customer with high equity sensitivity (entitled customer) will 

perceive recommendation systems as less fair than a customer with 

low equity sensitivity (benevolent customer) 

 

No 

H3: A customer with a high exchange ideology will perceive 

recommendation systems as less fair than a customer with low 

exchange ideology 

 

Yes 

H4: Perceived fairness will have a negative effect on perceived distrust Yes 
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Chapter 6. Discussion 

6.1 Interpretation of Results   

This study provides insightful findings into the research questions it aimed to address. 

Addressing the first question, “how do different biases in e-commerce recommendation systems 

impact the perceived fairness of such systems?”, the results indicate that recommendation 

systems exhibiting bias in favor of popular items, sponsored items, and private label products are 

generally perceived as less fair compared to neutral systems that do not exhibit these biases. 

These findings are consistent with, and build upon, the research conducted by Dash et al. (2021), 

Abdollahpouri et al. (2019) and Mansoury et al. (2019) highlighting the impact of various biases 

on perceived fairness.  

The confirmation of hypothesis H1d highlights that customers perceive popularity bias as 

less unfair compared to sponsored and private-label biases. This study aligns with Edizel et al. 

(2019) which addressed algorithmic bias in recommendation systems, highlighting the 

significance of bias shaping individual’s perception towards such systems. These findings are 

crucial for e-commerce companies, as they provide a deeper understanding of the various 

recommendation system biases and their differential impact on fairness perceptions. Our study 

builds upon the work of Wang et al. (2018) by demonstrating the effects of popularity, sponsored 

and private-label biases and demonstrates that customers regard biased recommendations for 

popular, sponsored, and private-label products in e-commerce systems as unfair. Among these 

biases, buyers find private-label product bias to be the most unfair, followed by sponsored and 

popularity biases. This enhances our understanding by identifying the varying degree to which 

different biases affect customer fairness perceptions. 
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Furthermore, recent research by Fang and Xu (2022), indicated that deviating from 

customer preferences in product recommendations can break the monotony of repetitive 

recommendations. While Dash et al. (2021) highlighted the bias in recommending popular 

products, our research suggests that e-commerce platforms can leverage this to enhance their 

recommendations by introducing serendipity and preventing information cocoons, ultimately 

benefiting the customers. 

Transitioning to the second research question, “how does customers’ perceived fairness 

of recommendation systems impact their distrust toward e-commerce platforms?”, our study 

finds a negative relationship between perceived fairness and distrust in recommendation systems. 

This aligns with prior literature, like that of Wang et al. (2018) and sheds light on the mediating 

role of perceived fairness in the relationship between recommendation system bias and levels of 

distrust. Crucially, improving the perceived fairness of recommendation systems may play a vital 

role in mitigating distrust and fostering trust in e-commerce platforms (Benbasat and Wang, 

2005). Additionally, it establishes a correlation between the perceived fairness of these 

recommendation systems and user distrust towards e-commerce platforms. 

Lastly, addressing the third research question, “how do customers’ equity sensitivity and 

exchange ideology impact their perceived fairness of recommendation systems employed by e-

commerce platforms?” The study discovers that exchange ideology play significant role in 

explaining variations in perceived fairness, although the influence of equity sensitivity is not 

supported. Overall, this body of research enhances our comprehension of how equity sensitivity 

and exchange ideology impact individual responses to perceived fairness, offering significant 

implications for information systems and marketing strategies. Moreover, the study emphasizes 
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that exchange ideology has a major influence on customers' perceptions of fairness in these 

systems.  

The study finds that the biased recommendations of popular, sponsored and private label 

products in e-commerce recommendation systems lead to a perception of unfairness 

among customers. Among the biases studied, private-label product bias is perceived as the most 

unfair, followed by sponsored and popularity product bias. The study uncovers a negative 

relationship between the perceived fairness of recommendation systems and customers' distrust 

toward e-commerce platforms. Exchange Ideology is found to significantly influence perceptions 

of fairness in recommendation systems. 

Our finding suggests that individuals find popularity, sponsored and private-label biases 

in recommendation systems as less fair compared to neutral recommendation systems. These 

findings empirically support the effect of algorithmic biases mentioned in the academic (Dash et 

al., 2019) and practitioner literature (FTC lawsuit). Further, we found the effect of herd behavior 

with respect to popularity bias as individuals find popularity bias to be relatively less 

unfair compared to private label bias. 

IS and CS literature on algorithmic fairness assumes that fairness is objective and same 

for everyone; however, we found that exchange ideology, an individual trait, predicts the 

variation in perceived fairness. Although IS researchers have studied the link between perceived 

fairness and trust towards recommendation systems, we extend this literature by establishing the 

link between perceived fairness and distrust towards recommendation systems. Note that trust 

(Shin, 2021) is a different construct from distrust, and not its opposite. Furthermore, distrust 

(Wang et al., 2018) is a more appropriate construct in studying algorithmics biases. 
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6.2. Theoretical Contributions  

This study makes several theoretical contributions by delving into the domain of AI 

fairness in recommendation systems used in e-commerce. Our research enriches the theoretical 

landscape of ethical AI by addressing the intricate issues of fairness within recommendation 

systems. Challenging the common belief that perceptions of recommendation systems are 

universally the same, our findings reveal a more complex reality. We find that personal traits, 

specifically exchange ideology, play a crucial role in shaping individuals' perceptions of fairness. 

Our results demonstrate that customers often view biased recommendation systems, such as 

those exhibiting sponsored, private-label, and popularity biases, as less fair than neutral ones. 

A key finding of our study is the distinct impacts of different biases on fairness 

perception, shedding light on how users perceive these biases. Additionally, our research 

underscores exchange ideology's and equity sensitivity's influential roles in shaping fairness 

perceptions. This finding is particularly valuable, as it explains why individuals with a higher 

sense of entitlement may perceive these systems as less fair. 

Furthermore, our study identifies a significant negative relationship between perceived 

fairness and distrust in recommendation systems. This highlights an important link between these 

variables, enhancing our understanding of how fairness perceptions influence customer attitudes 

and behaviors toward recommendation systems. Offering both theoretical and practical 

contributions, our study provides valuable insights into the nuances of fairness in 

recommendation systems, its driving factors, and its subsequent impact on user attitudes and 

behaviors in e-commerce. 

This study enhances AI ethics and equity literature by demonstrating how personality 

traits, specifically exchange ideology, influence fairness perceptions in recommendation systems 
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(Scott & Colquitt, 2011). It also establishes a link between herd behavior and perception 

of algorithmic biases which explains how individuals perceive different types of biases (Sun, 

2013; Feng, 2022). Additionally, we contribute to the literature on trust towards information 

systems by establishing that distrust as a significant outcome construct in the study of 

algorithmic biases (Shin, 2021). 

6.3. Implications for Practice  

The findings of this study provide valuable insights for industry practitioners, 

emphasizing the need to actively educate customers about AI-decision making processes and the 

various biases present in recommendation systems (Strich et al., 2021; Benbya et al., 2021; 

Pumplun et al., 2023). The findings are especially relevant for organizations seeking to enhance 

their recommendation systems, ensuring they better meet the diverse expectations and fair 

perceptions of their customers. 

Additionally, recommendation system providers must adhere to Federal Trade 

Commission (FTC) regulations, guaranteeing the open disclosure of any sponsors and affiliated 

promotions. Establishing and maintaining customer trust in the neutrality of recommendation 

systems depends heavily on this approach. An extensive analysis of the literature in the field 

reveals a disconcerting pattern: many biased recommendation systems fail to reveal the sponsors' 

funding (Dast et al., 2021). When biases are apparent, transparent disclosure becomes vital for 

boosting customer trust. Customers may not become aware of biases initially, but with continued 

use, they may become more cognizant of them. 

Understanding the influence of these biases on the perceived fairness of customers not 

only empowers them to make informed decisions but also guides policymakers and industry 
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stakeholders in developing strategies to mitigate biases, ensuring a more fair and trustful online 

shopping experience for all users.  

Algorithmics fairness is important to foster e-commerce customer trust towards 

recommendation systems. Segmenting customers by their fairness perception, such as 

exchange ideology, can guide e-commerce platforms in tailoring strategies across various 

customer touchpoints, lowering distrust towards such platforms. 

6.4. Limitations 

While this study has provided valuable insights, it is important to acknowledge its 

limitations. We acknowledge that our methodology, which relies on a survey-based experiment, 

may have limitations in external validity. Although vignette-based manipulation allows for 

control over experimental conditions, it may fall short of replicating the nuances of real-world 

user experiences. This limitation warrants careful consideration when applying our findings to 

actual usage scenarios. Furthermore, our use of self-reported measures to assess distrust could 

lead to the introduction of personal biases, potentially failing to capture the multifaceted nature 

of distrust as it unfolds in real-life contexts. This highlights the need for more sophisticated 

approaches in future research. For example, as suggested by Dimoka (2010), neurophysiological 

analysis could provide a more in-depth understanding of the fundamental aspects of distrust. 

6.5. Implications for Future Research 

This study lays the groundwork for a broader exploration of biases in recommendation 

systems and their impact on user perceptions and behaviors. While the current research employs 

a between-subjects design, it suggests that future studies should explore within-subjects designs 

and measure distrust of the customers at different time frames. We advocate for future research 

to extend beyond the scope of biases examined in this study, focusing on their influence on user 



Unraveling Biases and Customer Heterogeneity in E-commerce Recommendation Systems 

 

85 

 

interactions and the perception of fairness. A pivotal enhancement to future studies could involve 

the application of a recommendation system artifact, advancing beyond vignette-based 

treatments to augment the research model's validity. Further substantiation of our findings could 

be achieved through the analysis of secondary data from real-world recommendation platforms. 

There exists a rich vein of inquiry into the effects of various biases—such as sponsored 

product bias, private-label bias, and popularity bias—on customer perceptions of fairness within 

AI-driven systems. An in-depth exploration of how these biases shape perceptions, influenced by 

factors like demographics, cultural contexts, and individual preferences, is warranted. Future 

research could dissect the psychological underpinnings of perceived unfairness associated with 

these biases, providing a multifaceted view of user engagement with recommendation systems.  

Moreover, this study's between-subjects design paves the way for incorporating within-

subjects designs in subsequent research, enabling a longitudinal analysis of shifts in user 

perceptions over time. A longitudinal perspective would also enrich our understanding of the 

dynamic interplay between distrust, fairness perceptions, and the continuous interaction with 

algorithmic recommendations. This insight is crucial for unraveling the temporal aspects of user 

engagement and the development of trust or distrust. 

Looking ahead, the exploration of regulatory and policy implications related to biases in 

recommendation systems is of paramount importance, especially against the backdrop of 

growing antitrust concerns. Future research could evaluate the efficacy of current regulations, 

propose innovative regulatory frameworks, and delve into the role of transparency in bias 

mitigation. Such studies are essential for crafting guidelines that ensure fairness in 

recommendation systems. 
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Exploration of other types of biases and their impact on user perception and behavior. 

The future research can examine our research model using a recommendation system 

artifact instead of a vignette-based treatment. The findings of this study can be corroborated 

using secondary data from recommendation platforms.  

In conclusion, this study serves as a launching pad for an extensive research agenda 

encompassing psychological, demographic, and regulatory dimensions of AI fairness in 

recommendation systems. Investigating these areas promises a comprehensive understanding of 

the factors influencing fairness perceptions and their impact on user behavior and attitudes. 

6.6. Conclusion  

This research paper provides important insights into the complex nature of e-commerce 

recommendation systems and their influence on the perception of fairness and customer distrust. 

It emphasizes the crucial aspect of neutrality in these systems, a topic that has garnered 

significant attention from academics, industry experts, and regulatory bodies. 

Our research identifies a critical issue: biased recommendation systems in e-commerce 

can significantly erode customer trust, resulting in increased distrust. This highlights the pivotal 

role of customer perceptions towards these systems.  

Moreover, the research examines how factors like equity sensitivity and exchange 

ideology shape fairness perceptions and, in turn, affect distrust in biased systems. From a 

practical perspective, this research offers valuable recommendations for industry practitioners. It 

outlines strategies for developing more effective recommendation systems that cater to the 

diverse needs of e-commerce customers. This involves acknowledging the subtle effects of 

various biases and the importance of transparency in the functioning of these systems. 
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Appendix B: Consent Form 

University of Missouri–St. Louis 

Informed Consent for Participation in Research Activities 

 

Project Title: (Un)Fair E-Commerce Recommendations? Understanding Perceived 

Recommendation Fairness, Equity Sensitivity, Customer Satisfaction, and Distrust on E-

commerce Platforms 

Principal Investigator: Sachin Sharma 

Department Name: Doctor of Business Administration Program 

Faculty Advisor: Dr. Vivek K. Singh 

IRB Project Number: 2096605 SL 

1. You are invited to participate in a research study to understand individuals’ perceptions 

of e-commerce recommendations and platforms. You will be asked to complete an online 

survey on the Qualtrics website. 

2. You will participate once in this survey. The survey includes questions about your 

perception of fairness toward e-commerce recommendations, equity sensitivity, and 

demographics. Additionally, you will be asked questions related to distrust, and consumer 

satisfaction toward e-commerce platforms. This survey should take approximately 15-20 

minutes of your time. 

3. There are no known risks and discomforts if you take part in this research study except 

for the potential for mild boredom and fatigue. You will be compensated for taking part 

in this study.  

4. For your time and effort, we will pay a fixed compensation of $4.00 for the completion of 

the entire survey. A fixed partial compensation of $2.00 will be paid for incomplete 

surveys. Participants will receive their compensation administered via the Prolific 

platform electronically. 

5. We will take the necessary steps to protect your privacy. Further, we will not collect any 

personally identifiable information, and your identity will not be revealed in any 

publications that may result from this survey. In rare instances, a researcher’s study must 

undergo an audit or program evaluation by an oversight agency (such as the Office for 

Human Research Protection) that may lead to the disclosure of your data and any other 

information collected by the researcher. 

6. Apart from the specified compensation, no additional direct benefits are provided, nor 

should any costs for survey participation be anticipated. 

7. Participation in this study is entirely optional. You have the freedom to opt out of the 

study or withdraw your consent at any point during the survey.  

8. If you have any questions or concerns regarding this study, or if any problems arise, you 

may call or email the Principal Investigator, Sachin Sharma, DBA student, 

ss2tk@umsystem.edu 404-654-7925 or the faculty advisor, Dr. Vivek K. Singh, Assistant 

Professor, vsingh@umsl.edu, 813-580-9131. You may also ask questions or state 

concerns regarding your rights as a research participant to the University of Missouri–St. 

Louis Office of Research Compliance, at 314-516-5972 or irb@umsl.edu. 
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9. You will receive a copy of this consent form for your records by clicking here (insert a 

hyperlink here for this document). We appreciate your consideration to participate in this 

study. 

 

Y/N (no signature collected 
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Appendix C: Demographic Background 

Instructions: Please answer the questions below about your demographic information: 

1. Do you work full-time?  

a. Yes 

b. No 

2. What is your age (in years)?   

a. Under 20 

b. 21-25 

c. 26-30 

d. 31-35 

e. 36-40 

f. Over 41 

3. Do you use e-commerce platforms for shopping?  

a. Yes 

b. No 

4. What is your gender?   

a. Male   

b. Female   

c. Non-binary/ third gender 

5. What is your ethnicity?  

a. White 

b. Black 

c. Asian  

d. Hispanic 

e. Others   

6. What is the highest academic degree you have earned?   

a. Less than high school   

b. High school grad 

c. Undergraduate     

d. Graduate 

7. What is your income level (in USD per annum)?   

a. Below $30,000   

b. $30,000- $50,000   

c. $50,000-$100,000   

d. Above $100,000    

8. Please select the type of location where you currently live:  

a. City   

b. Sub-urban  

c. Rural 
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9. What is your overall e-commerce (platform) usage experience (years)? 

a. Less than 1 

b. 1-2 

c. 2-5 

d. 5-10 

e. More than 10 

 

10. What percentage (%) of your monthly shopping budget is spent on online shopping 

platforms? 

a. 0-10 

b. 10-25 

c. 25-50 

d. 50-70 

e. Above 75  

 

11. Do you have a paid subscription to the most frequently used e-commerce platform that you 

use for online shopping? 

a. No 

b. Yes 

12. How many times do you shop on an e-commerce platform in a month? 

a. 0-1 

b. 2-3 

c. 4-5 

d. More than 5 

13. Please name the e-commerce platform that you use most frequently.   

a. __________ 
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Appendix D: Measurement Scales 

After completing the camera decision task, participants encountered measurement items for three 

variables within the questionnaire. These items were evaluated using a seven-point Likert scale, 

where 1 represented "strongly disagree" and 7 "strongly agree," with certain exceptions noted. 

Perceived Fairness (Revised from Shin, 2021) 

1. The recommendation algorithm does not discriminate against customers by promoting its 

favored products.  

2. The source of data throughout the recommendation system and its data sources should be 

identified, logged, and benchmarked. 

3. The recommendation algorithm follows an impartial process without any prejudice to 

recommend products. 

4. The recommendation algorithm does not promote products against the customers’ best 

interests.    

5. The recommendation algorithm is fair to the customer. 

 

Distrust (Wang et al., 2018) 

1. This recommendation system is designed to exploit customers’ vulnerability given the 

chance. 

2. This recommendation system is designed to engage in harmful behavior to customers to 

pursue its own interest. 

3. This recommendation system is designed to operate in an irresponsible manner. 

4. This recommendation system is designed to perform the business with customers in a 

deceptive way. 

5. This recommendation system’s recommendations to me are fraudulent. 

6. This recommendation system is capable of engaging in harmful behavior by recommending 

biased products. 

7. This recommendation system has the ability to maliciously manipulate the products 

recommended. 

8. This recommendation system is capable of deceiving users by recommending biased 

products. 

9. I suspect that this recommendation system is interested in just its own well-being, not mine.  
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Appendix E: Scales Adopted for Constructs  

Table 27 Scale for Perceived Fairness 

Study Construct Name Context Revised scale 

Shin (2021) Perceived 

Fairness   

Surveyed customers 

who shopped online   

1. The recommendation 

algorithm does not 

discriminate against 

customers by promoting its 

favored products.  

2. The recommendation 

algorithm follows an 

impartial process without 

any prejudice to 

recommend products.* 

3. The recommendation 

algorithm does not 

promote products against 

the customers’ best 

interests.    

4. The recommendation 

algorithm is fair to the 

customer. *  
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Table 28 Scale for Distrust 

Study Construct Name Measurement Revised scale 

Wang et al., 

2018 

Distrust  Distrust is the 

opposite of trust 

and refers to a lack 

of confidence, or 

faith in a person, 

group, organization, 

or system. 

1. This recommendation system is designed to exploit customers’ 

vulnerability given the chance. 

2. This recommendation system is designed to engage in harmful 

behavior to customers to pursue its own interest. 

3. This recommendation system is designed to operate in an 

irresponsible manner. 

4. This recommendation system is designed to perform the 

business with customers in a deceptive way. 

5. This recommendation system’s recommendations to me are 

fraudulent. 

6. This recommendation system is capable of engaging in 

harmful behavior by recommending biased products. 

7. This recommendation system has the ability to maliciously 

manipulate the products recommended. 

8. This recommendation system is capable of deceiving users by 

recommending biased products. 

9. I suspect that this recommendation system is interested in just 

its own well-being, not mine. 
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Appendix F: Steps for Data Collections  

Step 

Number 
Step Title 

Description & Key 

Actions 
Screenshot 

1 Account Setup 

Register for a new Prolific 

account. Complete profile 

and verify account 

  

2 
Create New 

Project 

Project is used to group 

studies by theme, thesis 

and team. Studies are 

created and managed 

within projects.  

  

3 
Create New 

Study  

New studies are created 

under the project  

  

4 
Participant 

Recruitment 

Specify participant 

demographics and 

screening criteria. Set the 

number of participants 

needed.   
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5 
Pricing and 

Funding 

Set u 

p the compensation rate for 

participants. Fund the 

study through the Prolific 

platform.  
  

6 
Publish and 

Monitor Survey 

Publish the survey on 

Prolific. Monitor 

participation and response 

rates. Communicate with 

participants if needed. 
  

7 Data Collection 

Collect responses as 

participants complete the 

survey. Ensure data 

integrity and privacy. 
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